
Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(Contents  cont inued)  

792 Crack Initiation in a Coated and an Uncoated Nickel-Base Superalloy Under TMF Conditions 
P. K. Johnson, M. Arana, K. M. Ostolaza, and J. Bressers 

796 A Plastic Fracture Mechanics Analysis of Small Case B Fatigue Cracks Under Multiaxial 
Loading Conditions 

Y. Wang and J. Pan 

801 Theory and Methodology of Optimally Measuring Vibratory Strains in Closely Spaced Modes 
M.-T. Yang and J. H. Griffin 

808 Time-Dependent Crack Initiation and Growth in Ceramic Matrix Composites 
M. R. Begley, B. N. Cox, and R. M. McMeeking 

813 Analysis of Interfacial Cracks in a TBC/Superalloy System Under Thermomechanical 
Loading 

S. Q. Nusier and G. M. Newaz 

820 Ceramic Coating Edge Failure Due to Thermal Expansion Interference 
H. A. Nied 

825 A Metal Matrix Composite Damage and Life Prediction Model 
J. Ahmad, U. Santhosh, and S. Hoff 

Gas Turbines: Turbomachinery 

833 An Experimental Determination of Losses in a Three-Port Wave Rotor 
J. Wilson 

Internal Combustion Engines 
843 Modeling Piston-Ring Dynamics, Blowby, and Ring-Twist Effects 

T. Tian, L. B. Noordzij, V. W. Wong, and J. B. Heywood 

855 Influence of the Exhaust System on Performance of a 4-Cylinder Supercharged Engine 
F. Trenc, F. Bizjan, and A. Hribernik 

Power 

861 Use of an Expert System to Study the Effect of Steam Parameters on the Size and 
Configuration of Circulating Fluidized Bed Boilers 

L. LaFanechere, P. Basu, and L. Jestin 

867 Optical Measurement of Wet Steam in Turbines 
N. N. Wang, J. M. Wei, X. S. Cai, Z. W. Zhang, G. Zheng, and X. H. Yu 

872 Analysis of Failure Modes Resulting in Stress Corrosion Cracking of 304N Tubing in a High 
Pressure Heater Desuperheater 

D. C. Karg, L. M. E. Svensen, A. W. Ford, and M. C. Catapano 

875 The Development of a Combustion System for a 110 MW CAES Plant 
D. R. Hounslow, W. Grindley, R. M. Loughlin, and J. Daly 

ANNOUNCEMENTS 
743 800-THE-ASME 

765 Change of Address Form for the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER 

854 Periodicals on ASMENET 

884 Information for Authors 

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J. F. Kikstra 
Delft University of Technology, 

Faculty of Mechanical Eng., 
P. 0. Box 5037, 

2600 GA Delft, The Netherlands 

B. Roffel 
University of Twente, 

Faculty of Chemical Eng., 
P. 0. Box 217, 

7500 AE Enschede, The Netherlands 

P. Schoen 
Stork Engineers & Contractors, 

Radarweg 60, 
1043 NT Amsterdam, 

The Netherlands 

Model Predictive Control of a 
Combined Heat and Power Plant 
Using Local Linear Models 
Model predictive control has been applied to control of a combined heat and power 
plant. One of the main features of this plant is that it exhibits nonlinear process 
behavior due to large throughput swings. In this application, the operating window 
of the plant has been divided into a number of smaller windows in which the nonlinear 
process behavior has been approximated by linear behavior. For each operating 
window, linear step weight models were developed from a detailed nonlinear first 
principles model, and the model prediction is calculated based on interpolation 
between these linear models. The model output at each operating point can then 
be calculated from four basic linear models, and the required control action can 
subsequently be calculated with the standard model predictive control approach using 
quadratic programming. 

Introduction 

Model predictive control (MPC) has been successfully ap
plied in industry to control processes which behave in a more 
or less linear fashion (Garcia et al., 1989; Cutler, 1983; Biegler 
and Cuthrell, 1985; Ricker, 1985). The technique has also been 
applied to control of nonlinear processes (Economou, Morari, 
and Palsson, 1986; Wright and Edgar, 1994), and adaptive and 
neural network based extensions have been reported (Morn-
ingred et al., 1993; Maiti et al., 1995; Bhat and McAvoy, 1990; 
Psichogios and Ungar, 1991); however, industrial applications 
of nonlinear model predictive control have been limited and 
are much fewer in number than the applications of the linear 
counterpart. 

Control is based on a predictive model of the process; the 
block diagram is shown in Fig. 1. The process model predicts 
the process output y% over a so-called output horizon, which 
is the number of prediction steps into the future. The model 
also calculates the prediction of the current process output y„,, 
which is compared to the actual process output y. The control 
algorithm is essentially the process model inverse. 

The basic model equation which is used in model predictive 
control is 

ymJl = aiAuk-i + a 2 A « M + O ^ A K ^ + . . . + a„A"*-« (1) 

in which 

ym.k = process output at time ^-steady state value 
A«t_i = change in process input at time k — 1 = wt-i

 — 

Uk-2 
ai = stepweights of the process, describing the process 

output to a unit change in input 

The stepweights of the process are a representation of the model 
of the process. If the process input would change from zero to 
one at time zero, then a, would be the process output at time 
one, a2 the process output at time two, and so forth. 

According to Eq. (1), the process output at the present time 
k will depend on the input moves that have been made in the 
past (k - 1, . . . k - n). Equation (1) can also be used to 
predict the value of y,„ one step into the future (by simply 
replacing k by k + 1). 

Similarly, we could write expressions for ym up to P steps 
into the future. The vector of future values of the process output 
can then be written as a matrix times a vector of past input 
moves and another matrix, called the dynamic matrix A, 
multiplied by a vector of future input moves. 

(2) 

It can be shown that if there are no process constraints, the 
control problem can be solved analytically. 

The result is 

<3| 0 0 0 
a2 « i 0 0 
a-i a2 fli 0 
a4 fl3 a2 fll 

Au(k + i - 1), i = 1, . . . M 

= ( A r r A + r„,)-1ATe(/fc + j)> i = 1. 

in which 

P (3) 

r = 
r,„ = 

M 
P 

output weighting matrix, indicating the relative 
importance of the process outputs 
input weighting matrix, limiting excessive moves 
predicted error = setpoint—predicted process output 
process input horizon or control horizon 
prediction horizon or process output horizon 
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When there are process constraints, the controller cannot be 
solved analytically, but a linear or quadratic program is usually 
used to find the optimal process input moves at each execution 
interval of the controller. 

Equation (1) can also be used for identification. If the values 
of the process outputs and process inputs are known, we could 
solve the coefficients at, amongst others, by using a least 
squares algorithm. 

Applications of MPC in the power industry are limited partly 
because of the nonlinear nature of these plants. As electricity 
or steam demand increases, plant throughput increases, and it 
is not uncommon that a plant experiences throughput swings in 
the order of 40 to 100 percent and vice versa on a particular day 
(characteristic is 3-10 percent per minute maximum change). 
Because of these throughput swings and the associated nonlin
ear process behavior, complicated control schemes have often 
been encountered in power plants. Consequently, there is a 
desire to develop a more integrated and simplified control ap
proach if possible. Therefore, a study was undertaken with the 
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Fig. 1 Basic structure of model predictive control 

objective to investigate whether this could be achieved, using 
model predictive control. An added benefit of applying MPC is 
that process constraints can be easily incorporated in the control 
scheme. 

Process Description 
A simplified diagram of the process part under investigation 

is shown in Fig. 2. For reasons of simplicity, single loop PI(D) 
controllers are not shown. These controllers operate well with
out interaction from other controllers. The process input and 
output variables that were chosen to be part of a multivariable 
control structure either functioned poorly or showed much inter
action from other controllers. The output variables that were 
chosen are the drum level, the pressure in the steam net, the 
temperature of the steam after the secondary superheater, the 
flow of the steam to consumer two, the flow of the steam to 
consumer one, and the temperature of the steam to consumer 
one (indicated by y{ . . y6). The process input variables that 
were chosen for control are the speed of the feed water pump, 
the flow to the injection cooler of the secondary super heater, 
the boiler fuel flow, the position of the valve in the consumer 
two steam flow, the steam flow to the turbine and the position 
of the valve in the water flow to the spray attemperator (indi
cated by Ui . . u6). The six listed output variables are presently 
controlled by the six listed input variables, however, the control 
scheme is rather complex because of feed-forward actions, de
couplers, and gain scheduling. Moreover, it is felt that another 
approach might improve the current closed loop behavior in 
terms of maximum deviation from setpoint and speed of re
sponse. 

Determination of Process Interaction 
Using step weight models and a model reduction based on 

Hankel singular values, a dynamic relative gain analysis 

rt 
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Fig. 2 Process flow diagram of the high pressure part of a combined 
heat and power plant 
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Fig. 3 Dynamic relative gain analysis to determine process interaction, 
u, = speed feed water pump, u2 - f low to injection cooler, u3 = boiler 
feed flow, u 4 = valve position consumer 2 flow, us = flow to turbine, and 
u 6 = valve position flow to spray attemperator 

(DRGA) was made in order to determine what the interaction 
between the variables is. Because the drum level shows integrat
ing behavior for the DRGA analysis, a model describing the 
time derivative of the level instead of the level itself was used. 
The result is shown in Fig. 3. From this analysis it can be seen 
that y5 (steam to consumer number one) and y6 (temperature 
of the steam to consumer one) can be very well controlled by 
the turbine inlet valve (M5) and the injection cooler inlet valve 
(u6). However, since some of the models change considerably 
when the turbine inlet valve (w5) changes, it was decided to 
leave the steam flow y5 and the turbine inlet valve u5 in the 
multivariable control strategy and only remove the temperature 
y6 and valve position «6 from the control strategy by using a PID 
controller for the pair (y6 ,u6). Hence, the remaining variables to 
be controlled are yt... y5 with u\.. u5 as manipulated variables. 
From the DRGA analysis it is clear that the drum level depends 
primarily on the speed of the feed water pump, although there 
is some impact of the boiler fuel flow. The other process output 
variables are clearly influenced by more than one process input. 

Model Predictive Control at Normal Operating Condi
tions 

For the 5 X 5 system, step weight models were determined 
at normal operating conditions (NOC). The results are output 
horizon P = 30 and a control input horizon M = 3. After 750 
seconds all nonintegrating processes have reached a steady state. 
In order to keep the models manageable, it was decided to use 
50 stepweights for each model (the software does not require 
the number of stepweights to be the same for all models), hence 
to run the multivariable controller every 15 seconds. 

During the controller design process it was found that multi-
variable control worked well for the process shown in Figure 
4; however, when the process nonlinearity is also taken into 
consideration, a lower value of P gives improved results, it was 
therefore decided to choose P = 5 (75 seconds). This also 
worked well at NOC. 

It was found that 0.01 m level variation raised the same 
concern as 104 kPa pressure variation, 0.1 degree temperature 
deviation and 0.1 kg/s flow variation. Using equal concern 
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Fig. 4 Stepweight models at normal operating conditions, u, = speed feed water pump, u2 = flow to injection cooler, u3 = boiler feed flow, u4 -
valve position consumer 2 flow, u5 = flow to turbine, and ue = valve position flow to spray attemperator 

1.36 

Vi 
(m) 
1.35 ££**_. 

7,60 

y i 

7.65 

80 160 240 3 2 0 

time, sec 

80 160 240 320 4 M 

flme, sec 

VB 

W«l 
17.5 

SO 160 240 320 
time, sec 

80 160 240 320 
flme, sec 

160 240 320 

time, sec 

Fig. 5 Prediction and process response to a setpoint change in y4 l the steam flow to consumer 2 

considerations (Cutler, 1983), it was decided to choose a set 
of process output variable weights of [10000, 0.01, 1000, 1000, 
1000]. Based on considerations of maximum allowable input 
change per controller step, a set of input variable weights was 
chosen equal to [1, 10000, 10000, 1, 1]. There are also some 
process constraints that should be taken into account, these are 
the process input constraints such as minimum and maximum 
valve openings and pump speed, a maximum rate of change 
constraint for the feed water pump. 

Other constraints are process output constraints that are not 
critical as long as the process outputs are maintained close to 
their setpoint values. Figure 5 shows the predicted and real 
process output behavior for a setpoint change in v4 of 14 percent. 

It can be seen that all models predict well except there is 
some process-model mismatch in the temperature y3. Therefore 
a filter was used in the feedback path of y3. 

Process Nonlinearity 
One of the main problems of the combined heat and power 

plant is that the load of the boiler varies considerably. As a 
result, the models at NOC are not valid over the entire operating 
region of the plant. 

As the load increases, the responses will become faster due 
to a decrease in residence time. However, also at small valve 
openings and large valve openings the effect of changes will 
be different. 

For example, the effect of a change in spray attemperator 
valve position u2 on the temperature V3 is more pronounced at 
high load since the feed water pump flow is then much higher 
and the pressure drop across the spray attemperator is larger. 
As a result, there will be a larger change in flow through the 
valve at high load and a correspondingly larger effect on the 
temperature. 

Figure 6 shows the step responses of some of the models at 
different load conditions. As already mentioned, the steam load 
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Fig. 6 Some process step response models at different process condi
tions 
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of the system will have a major impact on the models. The load 
can be estimated from: 

load = steam flow to consumer 1 

+ steam flow to consumer 2 - base steam flow (4) 

It was also found that the steam flow to consumer one changes 
over a large range, which has a major impact on the turbine 
inlet valve u5. The gain from M5 to y5 varies with a factor of 
ten when the flow to consumer one changes from its maximum 
to its minimum value. This is mainly due to the valve character
istic of «5 whose position varies from totally open to almost 
closed. 

After thorough investigation it was concluded that changes 
in the load and the steam flow to consumer one were responsible 
for most of the changes in the process models. It was therefore 
evident that the different process models could be determined 
for different combinations of these two process variables. If the 
process models that were developed at NOC are used for control 
at low and high boiler load, most of the process outputs start 
to oscillate. Hence, there will be a need to update the process 
models for other operating conditions. The operating window 
was divided into six smaller operating windows. For each sub 
window process models were determined (Fig. 7) . 

The load of the process varies between £>, and b2, and the 
flow to consumer one varies between/ and/2. Since the impact 
of the flow to consumer one has the largest impact on the change 
of the models, three divisions were made for this flow and only 
two divisions for the load. How many local linear models are 
required to describe the nonlinear process behavior is not imme
diately evident and could be a theme for further investigation. 
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Fig. 7 Linear models in different operating windows 

OCTOBER 1998, Vol. 120 / 691 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



80 160 240 320 
time, sec 

80 160 240 320 

time, sec 
60 160 240 3 2 0 

Ifrne, sec 

80 160 240 3 2 0 

lime, eec 

80 160 240 320 
time, sec 

Fig. 8(a) Process input responses to setpoint changes with fixed models, u, = speed feed water pump, u2 = flow to injection cooler, u3 = boiler 
feed flow, i/4 = valve position consumer 2 flow, and us = flow to turbine 
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Fig. 8(b) Process output responses to setpoint changes with fixed models, y, = drum level, y2 = steam pressure, ya = steam temperature, y4 

steam to consumer 2, and y6 = steam to consumer 1 

In this study, it was important to achieve a fast solution of the 
control problem, hence the issue of the number of linear local 
models was not further investigated. The six standard linear 
step weight models are M u , M12, M2i, M22, M3] and M32. For 
an arbitrary operating point M (see Fig. 7) the step weight 
models can be obtained by interpolation: 

(5) M = c„M„ + Ci2M12 + c21M2i + c22M22 

in which 

c„ = (J2 -f)*(b2 - b)/((f2 - / , ) * ( 6 j - ft,)) 

ca = (fi -f)Hb - * , ) / ( ( / 2 - / i ) * ( f e - *.)) 

en = ( / - ' / i ) * ( k - b)/((f2 - / , ) * ( / 3 2 - i , ) ) 

C22 = (f-A)Hb - fc.)/((/a -AMbi - M ) (6) 

Similar approximations are used when the steam flow to con
sumer one is between f2 and f3. 

In order to determine what the present operating point is, the 
present actual values of load and steam flow to consumer one 
could be used. However, if the setpoints of the load and/or 
flow change, the process will change from one state to another, 
hence the actual state of the process will be somewhere in 
between the original state and the final state. Therefore, the 
following approximations were used: 

load b(k) = aPV_b(k - 1) + (1 

f l o w / a ) = pPV_f(k - 1) + (1 

• a)SP_b{k) 

p)SP_f{k), (7) 

where a and p are suitable weighting factors; it was found that 
the best values were a = 0.5 and /3 = 0.3. PV represents the 
measured process value and SP the setpoint. Equation (7) is 
essential since on a change of setpoint it is essential that the 
right operating point is determined; hence, the right models are 
used (the calculated load b and flow / a r e calculated by using 
simple first order filters when the setpoint changes to a new 
value). 

Figure 8 shows control with two shifts in operating point, at 
t = 15 seconds the flow to consumer two (i.e., the load) changes 
with +20 percent; at t = 120 seconds the flow to consumer one 
(i.e., the load and the flow) changes with —22 percent. 

The starting point corresponds with point A in Fig. 7, the 
setpoint change at t = 15 corresponds with point B and the 
setpoint change at t = 120 corresponds with point C. In point 
A the best model is calculated from the models M2J, M22, M3[, 
and M32. Since this point is very close to the basic model point 
M2i, the model will also be very close to the model for this 
point. 

This model is not updated; hence, the same model is used 
for control at point B and C as for point A. From Fig. 8 it can 
be seen that from A to B the response is still stable even though 
the model changes, however, from point B to point C control 
becomes unstable. 

Figure 9 shows the same setpoint changes, now with an up
date of the model at every controller execution interval. In this 
case control is somewhat better from point A to point B, espe
cially the temperature and level that are controlled tighter with 
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Fig. 9(a) Process input responses to setpoint changes using different linear models 
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Table 1 Comparison of PID with MPC control using model update 

maximum deviation in: MPC PID 

temperature, degC 1 3.1 

pressure, bar 1.5 7.9 

model update. The biggest change can be seen when the op
erating point shifts from B to C. 

With model update, the controller is stable and control is 
tight, while without model update control is unstable. The con
troller design procedure with and without model update were 
the same, i.e., the control horizon, process output horizon, and 
input and output weighting parameters were not changed. If the 
changes in the response time of the system would be large, 
there might be room for some further improvement by changing, 
for example, the process output horizon. However, in this proj
ect there appeared to be no need to adjust the controller parame
ters. 

Comparison With Conventional Control 

The plant is currently controlled by single loop PID control
lers with decouplers and gain schedulers. Hence, it is useful to 
compare the closed loop behavior of the plant model under 
control of the conventional control scheme to the results ob
tained with multivariable control using local linear models. 

This was done for the situation where consumer two required 
an increase in steam flow of +20 percent. 

The results for the steam temperature and pressure are given 
in Table 1. PID control is stable; however, some control loops 
cannot be tuned tightly, resulting in slowly damped responses 
with a long period. 

For example, the temperature response in case of PID control 
would show a damped response with j decay and a period of 
1100 seconds, the pressure response in case of PID control 
would show a damped response with 3 decay and a period of 
approximately 1400 seconds. 

Responses to Disturbances 

In a combined heat and power plant, there are many distur
bances that can affect the process. In one case, the enthalpy of 
combustion of the fuel was about 75 percent of its original 
value, hence a process-model mismatch will exist for several 
process models. A setpoint change in y4 (steam to consumer 
two) was given of +20 percent, and the case of "no" , process-
model mismatch was compared to the case where the process-
model mismatch (pmm) existed. The results are shown in Table 
2. 

The speed of response with and without process-model mis
match was the same; it can be concluded that the temperature 
response suffers the most from the decrease in the heat of com
bustion. The temperature drops significantly because the fuel 

Table 2 Results of process-model mismatch 

maximum deviation in: no pmm with pmm 

drum level y1, m 0.015 0.02 

steam pressure y2, bar 0.8 1 

steam temperature y3, degC 0.9 2.5 

steam to consumer 2 y4, kg/s 2 3 

steam to consumer 1 y5, kg/s 0.4 0.25 

delivers less heat than predicted according to the model. In all 
cases, however, stable responses were obtained. 

Conclusions 
In this work, the use of local linear models in multivariable 

predictive control was investigated. It was demonstrated that 
this idea could be successfully used to obtain stable process 
responses with excellent speed of response. Improvements com
pared to conventional PID control are significant. The combined 
heat and power plant was nonlinear to such an extent that the 
use of fixed models over the entire operating region would give 
unstable control. 

One disadvantage of using local linear models is that an 
increased number of step weight models have to be determined, 
hence it will require an increased modeling effort. 

If, however, a detailed nonlinear and experimentally verified 
process model is available, the step weight models can easily 
be generated from this model. 
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A Fast-Response Total 
Temperature Probe for Unsteady 
Compressible Flows 
A fast-response probe for the measurement of total temperature in unsteady or fluctu
ating compressible flows is discussed. The operation of the device is based on the 
measurement of transient heat flux at different probe operating temperatures. The 
heat flux gauges used in the present investigation were thin film platinum resistance 
thermometers painted onto the stagnation region of hemispherical fused quartz 
probes. The quartz probes had a diameter of approximately 3 mm. Uncertainty 
estimates indicate that temperature measurements with an accuracy of better than 
±3 K are possible. As a demonstration of the accuracy and utility of the device, total 
temperature and convective heat transfer coefficient measurements were obtained in 
a number of supersonic nozzle tests and in a compressible turbulent jet experiment. 

Introduction 
The flow temperature is clearly a fundamental variable of 

interest in many processes and experiments. In principle, a vari
ety of methods could generally be employed to obtain the same 
measurement of the flow temperature. In practice, however, 
physical and economic constraints limit the availability of cer
tain techniques. 

Remote sensing techniques such as line reversal, classical 
spectroscopy, Raman and Rayleigh scattering, coherent anti-
Stokes Raman spectroscopy, laser-induced fluorescence, photo-
detection spectroscopy, and tomography offer a nonintrusive 
measurement of the flow temperature (e.g., Timnat, 1989). Fur
thermore, as the instrumentation need not be exposed to the 
frequently adverse environment of interest, the life and accuracy 
of the equipment can be preserved. However, as many of these 
techniques require expensive equipment and optical access is 
not always possible, probe and surface mounted temperature 
measuring devices are often utilized. 

Thermocouples are used extensively to provide an accurate 
and low cost measurement of temperature. However, the practi
cal frequency limit for unshielded thermocouples is around 1 
kHz due to thermal inertia effects (Forney et al., 1993). Thus, 
the utility of thermocouple devices in unsteady or fluctuating 
compressible flows is somewhat restricted. Higher frequency 
temperature measurements are possible using thin wire devices. 
Bremhorst and Graham (1990) described the electronic com
pensation of a constant-current anemometer for the measure
ment of temperature fluctuations in an unsteady incompressible 
air jet. Multiple hot wire anemometers operated in the constant 
temperature mode have also been used for temperature measure
ments in relatively low speed flows (e.g., Eklund and Dobbins, 
1977; Fabris, 1978). However, the practical extension of such 
techniques to unsteady or fluctuating compressible flows is dif
ficult, since the density, velocity, temperature, and pressure may 
all vary independently with time. An additional difficulty that 
frequently arises in compressible flows is that of wire breakage, 
since the pressure and particle impact loading on the wire are 
often significant. 

Compressible total temperature measurements are possible 
with the aspirating probe described by Ng and Epstein (1983). 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received by the ASME Head
quarters November 20, 1995. Paper No. 96-GT-350. Associate Technical Editor: 
J. N. Shinn. 

This device consists of two constant temperature hot wires lo
cated upstream of a choked orifice. The external diameter of 
the probe used by Ng and Epstein was 3 mm, and the internal 
channel upstream of the choked orifice had a diameter of 1.5 
mm. The drag loading on the wires is greatly reduced relative 
to an exposed hot wire of identical dimensions in the same 
compressible flow, due to the reduction of the dynamic pressure 
within the channel. By operating the wires at different overheat 
ratios, it is possible to temporally resolve both pitot pressure 
and total temperature variations in unsteady or fluctuating com
pressible flows (e.g., Ng and Epstein, 1983; Alday et al., 1993). 
The successful operation of the probe is dependent on establish
ing a steady flow in the channel leading up to and including 
the choked orifice. Calculation of such flow establishment times 
and experimental measurements at the exit of a transonic com
pressor suggest that the upper frequency limit for this device is 
approximately 20 kHz (Ng and Epstein, 1983). 

Techniques based on the measurement of transient heat trans
fer rate using thin film gauges and calorimeters can also be 
used to deduce the total temperature in compressible flows (e.g., 
Edney, 1967), provided the convective heat transfer coefficient 
is known for the particular probe and flow configuration being 
considered. Optical fibre Fabry-Perot interferometers have 
been used to deduce high frequency gas temperature fluctuations 
in compressible flows (Kidd et al., 1994). However, assump
tions regarding the value of the heat transfer coefficient were 
again necessary in that study, since the total temperature was 
inferred from measurements of the surface heat transfer rate. 

The purpose of the current paper is to describe a probe that 
offers a high-frequency measurement of total temperature in 
unsteady compressible flows. The present total temperature de
vice utilizes the measurement of transient heat transfer rate at 
different probe operating temperatures. It is superior to many 
other devices in that both the flow total temperature and the 
convective heat transfer coefficient are determined from the 
experimental measurements. Thus, with the present device, it 
is not necessary to calibrate the probe to determine the constants 
in an empirical heat transfer relationship (as is the case with 
devices based on thin wire anemometry), and neither is it neces
sary to make assumptions regarding the value of the convective 
heat transfer coefficient (as is the case when the flow tempera
ture is inferred from surface heat flux measurements obtained 
at a single probe operating temperature). 

Principle of Operation 
The convective heat transfer rate is approximately propor

tional to the difference between the surface temperature of the 
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body and the total temperature of the flow (or the recovery 
temperature in cases where viscous dissipation is significant). 
Therefore, if the convective heat transfer is measured at two 
known surface temperatures, the total or recovery temperature 
may be deduced. This is the fundamental operating principle of 
the current total temperature probe. In the present work, the 
heat flux was measured with thin film heat transfer gauges at 
the stagnation point of hemispherical fused quartz probes. The 
operating principles of thin film gauges are detailed in other 
publications (e.g., Schultz and Jones, 1973). 

For measurements obtained at a stagnation point, the appro
priate relationship between the heat transfer rate and the driving 
temperature difference is 

q = h(T, - Tw). (1) 

The flow total temperature, rather than recovery temperature, 
appears in this relationship because there is no viscous dissipa
tion within the stagnation point boundary layer, even in rela
tively high speed compressible flows. It should be noted that 
there is no loss of total temperature when a normal shock wave 
forms ahead of the probe, in contrast to the loss of total pressure 
that affects supersonic pitot pressure measurements. 

The convective heat transfer coefficient, h, is a property of 
the stagnation point boundary layer and is thus a function of 
the probe geometry and the upstream flow conditions. It has 
been found that the convective heat transfer coefficient is only 
a weak function of the surface temperature of the probe at the 
stagnation point. For example, in a steady flow with low free-
stream turbulence, the convective heat transfer coefficient can 
be expressed in the form of a Nusselt number as (from White, 
1991, p. 516), 

Nu = 0.763 Pr04 Re05C° (2) 

where 

ke ke ixe dx 

andC = 
PeP-e 

Upon evaluation of the above result under typical conditions, 
it is found that the ratio, T,IT„ can vary by a factor of 2, while 
the convective heat transfer coefficient remains constant to 
within approximately 1 percent. Thus, the convective heat trans
fer coefficient in Eq. (1) can be treated as being independent 
of Tw. 

The flow total temperature and convective heat transfer coef
ficient can therefore be determined by measuring the stagnation 
point convective heat flux at two different probe operating tem
peratures. That is, at the two measured surface temperatures, 
the physics of the heat transfer process can be described by 

and 

<7i = h(J, - Twl) 

q2 = h(T, - Tw2). 

(3) 

(4) 

Equations (3) and (4) can therefore be solved to obtain the 
convective heat transfer coefficient and total temperature as 
follows: 

h = {q, - q2)/(Tw2 - Twl) (5) 

T, = T* + qi(TM ~ Twl)Kqi - q2) (6) 

The above method provides a measurement of the flow total 
temperature that is independent of other flow parameters such 
as the Mach number, Reynolds number, pressure, and the flow 
composition. The assumption that steady, low-turbulence flow 
conditions prevail (which is associated with the use of a heat 
transfer relationship such as Eq. 2) , is not made with the present 
method (c.f. Edney, 1967 and Kidd et al., 1994). This is a 
significant advantage of the present method because it means 
that accurate total temperature measurements can now be ob
tained in unsteady compressible turbulent flow environments in 
which the steady, low-turbulence flow assumptions are inappro
priate. The total temperature probe does not rely on pitot pres
sure measurements. A further advantage of the present device 
is that it can be used to determine total temperatures in flows 
of arbitrary composition. 

In principle, a similar method could be used with thin wire 
anemometry to obtain temperature measurements (e.g., Eklund 

N o m e n c l a t u r e 

c = specific heat of the substrate 
( J - k g - ' - K - 1 ) 

cp = specific heat of the flow 
Ci = constant in turbulent boundary 

layer correlation 
C = Chapman-Rubesin parameter 
d = internal diameter of the gun tunnel 

barrel 
D = probe diameter 
h = convective heat transfer coefficient 
k = conductivity of the flow or sub

strate (W-nT 1 -K-1) 
K = stagnation point velocity gradient 
lb = gun tunnel barrel length 

lhe = effective gun tunnel barrel length 
Nu = Nusselt number 

p = pressure 
ppit = pitot pressure 
Pr = Prandtl number 
q = surface heat transfer rate (W • nT2) 
r = gun tunnel boundary layer recov

ery factor 
R = radius of the probe or resistance of 

the thin film 

R0 = resistance of the thin film at 20°C 
Re = Reynolds number 

t = time 
T = temperature of the flow or substrate 

(K) 
T0 = room temperature, taken as 20°C. 
Tr = recovery temperature behind first 

gun tunnel barrel shock 
u = flow velocity 
x = distance from stagnation point or 

start of gun tunnel barrel 
y = distance from the centerline of the 

mixing region 
aR = linear coefficient in the tempera

ture-resistance calibration 
pR = nonlinear coefficient in the temper

ature-resistance calibration 
<5 = boundary layer thickness at the 

stagnation point 
p = density of the flow or substrate ma

terial 
p = flow viscosity 

Subscripts 
e = stagnation point boundary layer 

edge value 
i = index for either probe 1 or 2 

p = gun tunnel piston 
si, s2 = first and second gun tunnel 

shocks 
t = total or stagnation condition 

w = value at probe surface or gun 
tunnel barrel wall 

1, 2 = first and second ("hot" and 
"cold") probes 

2 = value behind first gun tunnel 
barrel shock 

» = undisturbed value upstream of 
probe 

Superscripts 
' = fluctuating component 

( ) = time-averaged or mean 
component 
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and Dobbins, 1977). However, if the necessary data is obtained 
using two wires operated at different overheat ratios, then addi
tional calibrations will be needed since the physical variations 
between two nominally identical wires are generally sufficient 
to cause a difference in the heat transfer coefficients of the two 
wires (e.g., Lomas, 1986, p. 77). With thin film heat transfer 
gauges located at the stagnation point of hemispherical probes, 
such calibrations are unnecessary because it is relatively easy 
to generate identical heat transfer coefficients by producing sub
strates for the thin film gauges with essentially the same radius 
of curvature. 

Probe Design, Calibration, and Operation 

Design. In the present investigation, the heat transfer probes 
consisted of platinum thin film resistance thermometers painted 
onto fused quartz substrates, as illustrated in Fig. 1. The plati
num films had an estimated thickness of approximately 0.5 //m, 
and a resistance of around 20 Q. The rise time (0 to 90 percent) 
of such a gauge for a step in heat flux is approximately 30 fis 
(Schultz and Jones, 1973). However, the bandwidth of the 
present total temperature device is not necessarily restricted to 
around 50 kHz (the 3 dB point for 0.5 fxm platinum films on 
quartz) because it is possible (in principle) to either use thinner 
films, or to compensate for the effects of the thermal inertia of 
the platinum. 

The quartz probes had a diameter of approximately 3 mm 
and the thin films had a length of approximately 1 mm. It is 
known that the magnitude of the convective heat flux decreases 
at locations away from the stagnation point (e.g., Kemp et al„ 
1959). The average heat flux across the length of the film was 
calculated (using results from Kemp et al.) to be 2.4 percent 
lower than the stagnation point value. Convective heat flux 
results presented in this paper have been adjusted by this amount 
so that they correspond to the stagnation point values. However, 
it should be noted that, provided the two films have the same 
length, such corrections are generally unnecessary for the accu
rate measurement of total temperature because the two films 
will have the same overall convective heat transfer coefficient. 

During routine operation, high temperatures were induced at 
the thin film end of the probes. Electrical leads formed by a 
gold paste that ran to the cool end of the probes, and permitted 
the sustained integrity of the solder, which joined the electrical 
wires to the probes. The probes were mounted in macor collars 
(which provided electrical and thermal insulation for the 
probes) prior to their installation in the total temperature mea
surement device shown in Fig. 2. 

Temperature-Resistance Calibration. It is essential to 
calibrate thin film gauges over the whole range of anticipated 
operating temperatures (which presently is from approximately 
300 K to 700 K), due to the nonlinearity of the temperature-
resistance relationship. Calibrations were performed in air at 
temperatures up to approximately 700 K. Six gauges were cali-

heating unit swings 
away before a run 

ceramic insulation 
power supply leads 
/ for heating coil 

"hot" probe 

"cold" probe 

pitot probe 
total temperature 

probe rig 

Fig. 2 Total temperature measurement device and preheating unit 

brated simultaneously in the small calibration rig shown in Fig. 
3. This rig was inserted into the inspection port of a conventional 
furnace and the gauge resistances were measured at various 
"temperatures (measured with the thermocouple shown in Fig. 
3), while the furnace and the rig slowly cooled to room tempera
ture. 

Temperature-resistance calibrations can be expressed in the 
form (e.g., Schultz and Jones, 1973; Lomas, 1986, p. 36), 

= 1 +aR(T- T0) + pR(T - T0)
2 

(7) 

Frequently, however, the nonlinear coefficient, pR is neglected. 
In Fig. 4, results from a calibration of a typical thin film are 
presented. The values of the nonlinear coefficient, pR, derived 
from the present calibrations, are in reasonable agreement with 
results obtained in other platinum thin film investigations (Bog-
dan, 1963). The significance of the nonlinear coefficient is 
clearly illustrated in Fig. 4. It is encouraging that calibrations 
performed before and after experimental use of the thin film 
gauges yielded essentially the same values of aR and fiR, even 
though there was a slight increase in ambient resistance (R0) 
that was accumulated throughout the series of experiments. The 
increase in film resistance can be attributed to small air-borne 
particles that cause some abrasive wear of the films. However, 
in the present experiments, film wear did not significantly de
grade the accuracy of the results because the resistance change 
during any one experiment was barely perceptible (typically 
less than 0.1 percent). 

Operation. To generate the necessary difference in the sur
face temperature of the probes, the preheating unit shown sche
matically in Fig. 2 was utilized. Power was supplied to the unit 
through an aluchrom heating coil which had a resistance of 
approximately 2 Q, using a typical excitation of around 7 V. 
Thermal insulation for the heating coil was provided by an 
oxide ceramic material. During the preheating of the "hot" 
heat flux probe, the temperature of the "cold" probe also in-

platinum thin film 

macor collar 

gold paste leads 
solder 

fused quartz probe electrical wires for 
constant current supply 

front view side view 

Fig. 1 Schematic illustration of the thin film heat flux sensors 

aluminium 
shield 

furnace door 
thin film 
probes 

thermocouple 

cross-sectional view end view 

Fig. 3 Temperature-resistance calibration rig in the inspection port of 
the furnace 
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Fig. 4 Results from the temperature-resistance calibration of a thin film 
gauge 

creased due mainly to radiation from the heating unit. Immedi
ately before a run, the heating unit was swung clear of the 
probes and thus allowed the measuring device to be driven into 
position or to traverse the flow as required. To provide addi
tional flow data, a pitot probe was mounted parallel to the heat 
flux probes (as illustrated in Fig. 2) . However, it should be 
noted that the pitot pressure probe is not an essential feature of 
the total temperature measuring device. The thin film gauges 
were powered with a constant current supply of around 20 mA. 

Accuracy Considerations. The derivation of total tempera
ture is based on the measurement of two different probe surface 
temperatures and the associated convective heat transfer rates. 
Thus, the accuracy with which the total temperature can be 
determined will depend on the uncertainties associated with 
measurement of the temperatures and heat transfer rates. 

The convective heat transfer rate is determined from measure
ments of the change in the surface temperature of each probe 
and a knowledge of the thermal properties of the probe substrate 
(e.g., Schultz and Jones, 1973). For the present uncertainty 
analysis, it is assumed that the relationship for a constant con
vective heat flux to a semi-infinite flat plate is appropriate. 
Therefore, the expression 

V7T V(pck)j 

At 
AT, (for i = 1, 2) (8) 

is utilized (e.g., Schultz and Jones, 1973). Thus, it is assumed 
that the fundamental independent variables relevant to the pres
ent uncertainty analysis are Tu AT,, T2, AT2, v(pcfc)i, and 
i{pck)2. (It is assumed that At is accurately measured during 
the experiments.) 

Therefore, the uncertainties in the derived quantities, h and 
T,, can be estimated using the expressions (e.g., Holman, 1984, 
p. 50) 

6h 

h h dT, T, 

h DAT, AT i 
(9) 

ST, 

T, 

T, dT, 6T, x 2 

T, ar, T, 

(AT, dT, 6(AT,)S 

\ T, dAT, AT, 
• (10) 

simply continues on for the remaining variables.) The partial 
derivatives that appear in Eqs. (9) and (10) can be obtained 
analytically from Eqs. (5) , (6 ), and (8). The relative uncertain
ties in the fundamental quantities (i.e., 6T,/T,, 6(AT,)/AT,, 
etc.), which appear in Eqs. (9) and (10), are estimated below. 

Due to slight spatial variations of the air temperature within 
the temperature-resistance calibration rig, uncertainties in the 
thermocouple calibration, and uncertainties associated with the 
measurement of the ambient film temperature it is estimated 
that the relative uncertainty of the absolute temperature mea
surement can be expressed as 

^ = 0.005(l - % - • 
T, \ Tj T, 

( I D 

Therefore, the relative uncertainty in the temperature changes 
will be 

AT, 
= 0.005. (12) 

The uncertainty in the thermal product, V pck for fused quartz 
is assessed by considering the uncertainties in the individual 
quantities, p, c, and k. Quoted values for the density of fused 
quartz vary between 2190 and 2210 kg • m"3 (e.g., Miller, 1981; 
Schultz and Jones, 1973). Therefore, the density of fused quartz 
is currently taken to be p = 2200 kg • m - 3 ± 0.5 percent. 

A curve fit for the fused quartz specific heat data presented 
in Toulokian (1970) is 

c = -7.8331 X KT10 I4 + 3.3153 X 10"6 T3 - 5.3008 

X 10~3 T2 + 4.0143 T - 7.3221 X 10', (13) 

which is valid for 100 < T < 1000 K. Values from the above 
expression have been plotted in Fig. 5 along with representative 
data from Toulokian (1970). Based on the deviations of the 
data presented in Fig. 5, the uncertainty of the curve fit for the 
specific heat of fused quartz (Eq. 13) is estimated to be ±2 
percent over the range 200 to 800 K. 

Recommended values for the conductivity of fused quartz 
(from Toulokian, 1970) are also presented in Fig. 5 along with 
a curve fit given by 

k = -7.5685 X 10-12 T4 + 2.2634 X 10"8 T3 - 2.1557 

X 10~5 T2 + 9.4079 X 10~3 T - 5.0808 X 10~2. (14) 

Again, the valid temperature range for the curve fit is 100 < T 
< 1000 K. It is stated (Toulokian, 1970) that, " . . . the uncer
tainty of the recommended values is thought to be within ±3 
percent at temperatures from 200 to 500 K and increase to about 

(The pattern established in the first two terms of Eqs. 9 and 10 

0 200 400 600 800 1000 
T (K) 

Fig. 5 Thermal properties of fused quartz based on bulk values from 
Toulokian (1970) 
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±8 percent at 50 K and 900 K and ±15 percent below 10 K 
and near 1400 K." 

The relative uncertainty of the thermal product can be ex
pressed as 

thermocouple 

6(ipck) ^ 
{pck 

\bp_ 
2 p 

2 (\6c 
+ ( 2 7 \il

6k 
2 k 

(15) 

On evaluating the above expression, the uncertainty mi pck is 
presently estimated to be ± 1.8 percent for temperatures between 
200 and 500 K, and increases to ±3.5 percent at 800 K. 

Using the above estimates, and assuming probe operating 
temperatures of 700 K and 400 K, Eqs. (9) and (10) were 
evaluated for the range of flow total temperatures shown in Fig. 
6. Clearly, the flow total temperature measurement is more 
accurate when it corresponds to the operating temperature of 
one of the probes. For the case considered, uncertainties of less 
than ±3 K are possible provided the flow total temperature falls 
between the two probe operating temperatures. For flow total 
temperatures that lie outside the range of the probe tempera
tures, larger uncertainties are anticipated. However, for 71, = 
700 K and T2 = 400 K, a reasonable level of accuracy is 
maintained for flow total temperatures over the range 300 < T, 
< 800 K (Fig. 6) . 

In the above analysis, it was assumed that no additional un
certainties arose due to the thermal modeling of the substrate. 
For the probe configurations and flow conditions considered in 
the present investigation, the usual one-dimensional semi-infi
nite flat-plate solution with constant thermal properties is, in 
general, inappropriate (although it remains adequate for the 
purposes of determining uncertainties in derived quantities). In 
the next section, the practical analysis of the measured surface 
temperature histories is discussed. Experimental results testing 
the accuracy of the current thermal modeling and analysis are 
also presented. 

Results 

Mach 5 Nozzle Flow Experiments. As an initial demon
stration of the total temperature probe, experiments were per
formed using a small Mach 5 conical nozzle. The Mach 5 nozzle 
had a throat diameter of 6.05 mm, an exit diameter of 30.5 
mm, and an expansion half-angle of 10.2 deg. A piezoelectric 
pressure transducer and a 0.0005 in. diameter K-type exposed 
thermocouple measured the flow stagnation properties within 
the plenum chamber upstream of the Mach 5 nozzle, as shown 
in Fig. 7. Signals from the pressure transducer, the thermocou-

500 600 

T t(K) 

Fig. 6 Uncertainty estimates for the measurement of total temperature 
and convective heat transfer coefficient assuming T, = 700 K and Ta = 
400 K 

gas supply — 

from bottle 

IZ^> plenum chamber 

' ' J _ ' 

°1 

^> 
Jl probe 

traverse 
Aach 5 
flow 

pressure transducer 

Fig. 7 Arrangement for the Mach 5 nozzle flow experiments 

pie, and the "hot" heat flux probe, obtained during a prelimi
nary experiment, are presented in Fig. 8. 

At approximately 0.22 s on the scale in Fig. 8, the heater 
unit (Fig. 2) was removed, causing the probe temperature to 
fall due to radiation and conduction effects. Referring again to 
Fig. 8, at approximately 0.05 s, the nitrogen supply valve was 
opened and the flow reached a steady operating state at approxi
mately 0.50 s. The measurement of heat flux began at approxi
mately 0.55 s, when the probe was traversed into position on 
the centerline of the Mach 5 flow at a location 10 mm down
stream of the nozzle exit plane. 

The linearity of the heat diffusion equation makes it possible 
to separate the temperature history due to the convective heat 
flux (rconv) from the temperature history due to the radiation 
and conduction effects (Trad+conci) that operate both prior to, and 
during, a run (see Fig. 8(b)) . To determine the convective heat 
flux, a curve fit was applied to the temperature signal prior to 
the start of the convective heating. The difference between the 
curve fit and the measured temperature history was then ob
tained (Tconv in Fig. 8) . 

The convective heat flux was inferred from this measured 
temperature difference (Tconv) using a finite difference routine 
(Buttsworth, 1996) that accurately accounted for variable ther
mal property and curvature effects (including lateral conduc
tion) within the fused quartz substrate. It is important to account 
for the temperature dependency of the thermal properties of 
the quartz in cases where the surface temperature change is 
significant (e.g., Schultz and Jones, 1973). It should be noted 
that strictly, the variable thermal property form of the heat 
diffusion equation (as used in the finite difference routine) is 

a) plenum pressure and temperature 

« 

b) probe temperature 

600 Trad+cond —-

560 

530 

I 

heater removed 
pre 

enter. 
)be N. 
flow \ v 

i 

Tconv 

0.0 0.2 0.4 0.6 

t (s) 

0.8 1.0 

Fig. 8 Example of signals obtained from the pressure transducer, ther
mocouple, and hot heat flux probe using the Mach 5 nozzle flow rig 
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nonlinear. In practice, however, this nonlinearity is weak 
enough for the temperature separation procedure discussed 
above to remain valid. 

To validate the techniques that were established to account 
for radiation and conduction, variable thermal properties, and 
curvature effects, experiments in which the probe was traversed 
right through the Mach 5 flow were conducted. The "hot" 
probe was operated at a number of different initial temperatures 
using nitrogen as the test gas. In general, during a traverse of 
the nozzle flow (which took around 0.1 s), the probe tempera
ture, and, hence, the measured heat flux, varied significantly. 
Measurements from these experiments (obtained while the 
probe remained in the core of the Mach 5 nozzle flow) are 
plotted in Fig. 9 in terms of the instantaneous measured heat 
flux versus the measured temperature at that point in time. The 
gradient of the line formed by the data is thus proportional to 
the convective heat transfer coefficient and the temperature-axis 
intercept is a measurement of the total temperature (see Eq. 
(1)) . Included in Fig. 9 is a theoretical prediction based on 
Eqs. (1) and (2), the measured plenum temperature (290.0 K), 
and the result 

due = }_ J2p~t 

dx RV pe 

(e.g., Anderson, 1989, p. 256) which is valid in hypersonic 
flows. 

With some manipulation, the theoretical result (Eqs. (1) , 
(2) , and (16)) shows that the measured heat flux varies in 
proportion to •ip^JR. For the present experiments, the average 
pitot pressure was 27.5 kPa, and the radius of curvature of the 
probe at the stagnation point was 1.3 mm. As there was a slight 
run-to-run variation in the measured pitot pressure and the actual 
radius of curvature differed from the nominal value of 1,5 mm, 
the heat flux results have been normalized using vppJR, as 
shown in Fig. 9. 

For the present experiments, the average flow total tempera
ture (measured with the plenum chamber thermocouple) was 
290.0 K (with a maximum deviation from this value of 1 K for 
any particular run). From Fig. 9 it is observed that the theoreti
cal prediction is a very good fit to the experimental data. Thus, 
the total temperature probe indicates a flow total temperature 
that is in very close agreement with the measured plenum value. 
Furthermore, there exists a similar degree of agreement between 
the experimental and theoretical values of the convective heat 
transfer coefficient. It may also be observed that the agreement 
between theoretical and experimental results spans the entire 
measured temperature range (360 < T„ < 640 K), even when 
the surface temperature change during a run is as large as 50 
K. Thus, it is concluded that the present approach to the mea-
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Fig. 9 Normalized heat flux versus probe temperature results from the 
Mach 5 nozzle flow experiments 

surement of total temperature, and in particular, the current 
modeling of the substrate's variable thermal properties and cur
vature effects, is accurate and valid in a practical sense. 

A single Mach 5 nozzle flow run was also performed using 
helium as the test gas. Large differences between the measured 
convective heat transfer coefficients for the nitrogen and helium 
test gases were observed, and these differences were accurately 
predicted by the theoretical results. Therefore, the Mach 5 noz
zle flow experiments also demonstrated that, in cases where Eq. 
(2) is applicable, the total temperature probe can be used to 
define the composition of a binary gas mixture (provided the 
two gases which form the mixture are sufficiently dissimilar). 

Hypersonic Gun Tunnel. Having established the reliabil
ity of the total temperature device under well-defined flow con
ditions, the probe was then applied to the measurement of total 
temperature in the University of Oxford gun tunnel facility. In 
the past, shielded thermocouple devices (East and Perry, 1966) 
have been used to measure gun tunnel total temperatures. How
ever, such probes generally have relatively poor frequency re
sponse characteristics. Probe measurements of gun tunnel total 
temperature have also been obtained using stagnation point heat 
transfer methods, as discussed previously (Edney, 1969). How
ever, in general, Edney was only concerned with the time-
averaged results and thus did not utilize the high frequency 
response characteristics of such devices. 

For the present experiments, the University of Oxford gun 
tunnel was operated using the Mach 7 nozzle with an air driver 
(having an initial pressure of 4.9 MPa) and nitrogen in the barrel 
(at an initial pressures of 162 kPa). The stagnation pressure of 
the flow was measured with a piezoelectric transducer located 
153 mm upstream from the end of the barrel, Fig. 10. The Mach 
7 nozzle was contoured with an exit diameter of 211 mm and 
a throat diameter of 19.1 mm. The barrel was 9.14 m long with 
an internal diameter of 96 mm. Further details of the University 
of Oxford gun tunnel facility have been reported by Cain 
(1991). For the present experiments, the "hot" heat flux probe 
was located 10.3 mm above the nozzle centerline, the "cold" 
heat flux probe was located on the centerline, and the pitot 
probe was 8.2 mm below the centerline during the gun tunnel 
runs. All of the probes were 148 mm downstream of the Mach 
7 nozzle exit plane. 

Five nominally identical gun tunnel runs were performed, 
each with different probe operating temperatures. The measured 
stagnation pressures for each of the five runs were within ap
proximately ±1 percent of the averaged result which is pre
sented in Fig. 11(a). The repeatability of the gun tunnel and, 
in particular, the ability to generate consistent total temperatures 
were confirmed by measurements of the flow duration. (The 
flow duration is the time that it takes the test gas to drain 
from the barrel; this parameter is sensitive to the stagnation 
temperature generated by the gun tunnel.) An average flow 
duration of 71.5 ms ± 0.7 percent was indicated by the nozzle 
exit pitot pressure measurements for the five runs. 

The temperatures (in K) of the "hot" and "cold" probes 
near the start of each of the gun tunnel runs were (Tu T2) = 
(726, 405); (608, 372); (522, 349); (445, 335); and (626, 
379). Heat flux results were again inferred from the measured 
temperatures using the finite difference heat transfer routine 
discussed previously (Buttsworth, 1996). By calculating an in
stantaneous linear regression for the heat flux versus tempera
ture data at each sample point, the measured total temperature 
history in Fig. 11(b) was obtained from the value of the temper
ature axis intercept. In Fig. 11 (£>), the theoretical predictions 
of total temperature were obtained from the stagnation pressure 
history (Fig. 11(a)) assuming that the entropy rise within the 
test gas was generated by 3 shock waves that generated the 
pressure levels (1, 2, and 3) indicated in Fig. 11(a). The lower 
theoretical prediction in Fig. 11(b) is again based on the mea-
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sured stagnation pressure history, but also includes a model for 
the boundary layer cooling effects (which is introduced below). 

Edney (1967) utilized the turbulent boundary layer correla
tion of Hartunian et al. (1960) to obtain an expression for the 
average temperature drop due to boundary layer cooling in a 
gun tunnel. A more general expression, giving the spatial distri
bution of the temperature loss within the barrel is (referring to 
Fig. 10) 

Us l -1'5 / I _ r \ 4 ' 5 
be •* AT, = 5ct(Tr- r j R e ' 1 ' 5 - ^ 

Us\ 

where cx = 3.7 X 10 2 (from Hartunian et al„ 1960) 

(17) 
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In the derivation of Eq. (17), it was assumed that the boundary 
layer cooling continues until the reflected shock stagnates the 
test gas, in contrast to the Edney result which assumes that the 
cooling process continues only until the first shock reaches the 
end of the barrel. 

Figure 11(b) indicates that the measured gun tunnel total 
temperature is in good agreement with inviscid predictions at 
the start of the run, but decays more rapidly throughout the run 
than is predicted by the simple turbulent boundary layer cooling 
model. The additional cooling of the test gas may arise due to 
shock wave-boundary layer interactions and the formation of 
vortices near the piston and at the end of the barrel (since 
such effects are not incorporated in the simple cooling model). 
Therefore, the apparent under-prediction of the test gas cooling 
within the barrel appears reasonable. The results in Fig. 11(b) 
indicate that the unsteady total temperature fluctuations near the 
start of the run (between approximately 15 and 30 ms on the 
scale in Fig. 11) are accurately detected with the total tempera
ture probe. 

Compressible Turbulent Jet. As a further demonstration 
of the present total temperature measuring device, experiments 
were also performed in a compressible turbulent jet. The jet 
was formed by injecting nitrogen (with a total temperature ap
proximately equal to the room temperature) from a contoured 
Mach 4 nozzle (exit diameter of 30.5 mm and throat diameter 
of 9.5 mm) into low pressure quiescent air, as illustrated in Fig. 
12. The background air pressure was approximately 1 kPa and 
the static pressure of the injected nitrogen was chosen to match 
this value. A Ludwieg tube (length 25 m and bore 25.4 mm) 
fitted with a fast-acting valve, generated a constant injection 
pressure gas supply for approximately 100 ms (Morris, 1995). 
During this steady flow period, the total temperature probe tra
versed the centerline of the jet at a location 150 mm downstream 
of the nozzle exit plane. During the mixing region traverse, the 
total temperature probe was moving at approximately 3 m • s " ! , 
and the maximum surface temperature change experienced by 
the heat flux probes was 25 K. The average temperature of the 
"hot" and "cold" probes were 662 and 416 K, respectively, 
during the mixing region traverse. 

In Fig. 13(a) measurements from the "hot" and "cold" 
heat flux probes are presented. This data was obtained directly 
from a heat transfer analogue unit (Oldfield et al., 1982), and 
was sampled at 100 kHz. An analytical curvature correction 
(Buttsworth and Jones, 1996) was applied to the heat flux data 
and it was assumed that the thermal properties of the "hot" 
and "cold" probes remained equal to their pretraverse values. 
The constant thermal properties assumption does not signifi
cantly compromise the accuracy of the present data due to the 
relatively small surface temperature changes experienced in the 
current experiment. 

By separating the quantities that appear in Eq. (1) into their 
mean and fluctuating components (e.g., q = q + q'), and as
suming that h' -T', <h-T,, \T'W\ « \T', |, and that second 
order terms such as h' • T' can be neglected relative to terms 
such as h' -T, and h- Tj, the fluctuations in the heat transfer 
rate can be written as 

gas supply from 
Ludwieg 

tuber 

Mach 4 
flow 

probe 
traverse 

compressible turbulent 
mixing region 

Fig. 11 Results from the gun tunnel experiments Fig. 12 Arrangement for the compressible turbulent jet experiment 
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Fig. 13 Results from the compressible turbulent jet experiment 

= hT', +h'{T,-Tw). (18) 

By squaring Eq. (18) and taking time averages, the following 
expression is obtained 

1 T',2h2 + h'T',q + h'2f/h'' (19) 

Values of iq^- for the "hot" and "cold" probes have been 
plotted in Fig. 13(b). To obtain these results, an averaging 
window of 40 data points was applied to the data in Fig. 
13(a) to determine q. The value of q'2 = (q - q)2 was then 
determined for each data sample, and the averaging win-
dow of 40 data points was again applied to determine q'2. 

Values of h obtained using Eq. (5) are given in the y > 0 
half of Fig._l 3 (c) . In the y < 0 portion of Fig. 13 (c) , theoretical 
values of h determined from Eq. (2) and the measured pitot 
pressure have been plotted. (It should be noted that Eq. 2 can 
be rearranged so that h is expressed simply as a function of the 
pitot pressure for a given flow static pressure and composition.) 
A high degree of symmetry may be observed in the results 
presented in Fig. 13(c). The observed agreement between the 
experimental and theoretical results in Fig. 13(c) indicates that, 
in the present experiment, the presence of turbulent fluctuations 
has not significantly increased the convective heat transfer coef
ficient. 

It is known (Dullenkopf and Mayle, 1994) that laminar stag
nation point boundary layers are sensitive to free stream turbu
lent fluctuations only within a relatively narrow band of frequen
cies. For lower frequencies, the boundary layer responds to the 

changing flow conditions in a quasi-steady manner, and for 
higher frequencies, the effects are damped by the viscosity. 
From stability theory it can be estimated that the maximum 
effect occurs at a frequency of approximately 0.03 uJ6, or an 
eddy length scale of around 166 (Dullenkopf and Mayle). For 
the present flow conditions, the thickness of the stagnation point 
boundary layer is estimated as 6 » 35 fjm (White, 1991, p. 
157). Based on incompressible free jet results it appears that 
the length scale of the turbulent fluctuations might reasonably 
be estimated as 10 percent of the mixing region half width 
(Wilcox, 1993, p. 42) that, for the present case, equates to a 
length of about 3 mm. As this length scale is around 5 times 
larger than the maximum boundary layer sensitivity length scale 
(«=16<5, or 0.56 mm in the present case), it may be concluded 
that the majority of the turbulent fluctuations have only a quasi-
steady effect on the convective heat transfer coefficient (Dullen
kopf and Mayle, 1994). That is, the time-averaged heat trans
port is likely to remain unaffected by the fluctuations. Thus, 
the observed agreement between the nonturbulent theoretical 
prediction and the experimental results in Fig. 13(c) is indeed 
plausible. 

From the probe measurements, it has been possible to deter
mine the terms q,q'2, and h in Eq. (19) for two probe operating 
temperatures. Thus, two equations are available, but there re
main three unknowns (T't

2,h'T't, and h'2). To precisely deter
mine the values of these remaining quantities, additional data 
using a probe operating at a temperature different to either the 
"hot" or the "cold" probe is therefore necessary. However, it 
is possible to assume that, when the mean heat flux is very 
low (q ~> 0 in Eq. 19), the total temperature fluctuations are 
given by, 

T',2 = q'2/h~' (20) 

Results based on Eq. (20) for the "cold" probe are presented 
in Fig. 13(d). It appears that large fluctuation in total tempera
ture occur within the present compressible jet, even though the 
total temperature of the jet at the exit of the Mach 4 nozzle is 
close to that of the ambient surroundings. Probe measurements 
with a finite, nonzero value of q were used to obtain the results 
in Fig. 13(d). The validity of these results was examined by 
assuming that a perfect correlation existed between the total 
temperature fluctuations and the convective heat transfer coef
ficient fluctuations. Thus, the number of unknowns in Eq. (19) 
was reduced from three (T',2, h'T',, and h'2) to two (T2 and 
h'2), allowing a solution for T',2 from the "hot" and "cold" 
probe measurements. From this analysis, it was concluded that 
the estimates of the total temperature fluctuations presented in 
Fig. 13(d) may be in error by up to 10 percent. In future 
turbulent fluctuation measurements, additional probe operating 
temperatures could be utilized so that both Tj2, and h'2 can be 
accurately determined without making unnecessarily restrictive 
assumptions. 

Conclusions 
The current experiments have demonstrated the viability of 

using transient convective heat flux measurements at differing 
probe temperatures to determine the total temperature of the 
flow. The present device provides a measurement of the flow 
total temperature that is independent of other flow parameters 
such as the Mach number, Reynolds number, pressure, and 
flow composition. The total temperature probe, therefore, has 
considerable versatility—for example, it may be used to mea
sure the total temperature in a flow of arbitrary composition. No 
calibration is necessary, apart from the mandatory temperature-
resistance calibration which should ideally be performed over 
the entire operating temperature range of the probe. 

Uncertainty estimates suggest that it is possible to measure 
the total temperature with the current device to within approxi-
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mately ±3 K for 300 < T, < 800 K, depending somewhat on 
the chosen probe operating temperatures. The accuracy of the 
device (and thus the validity of the thermal modeling and the 
analysis of the measured temperature histories) was demon
strated at low total temperatures using a small Mach 5 blow-
down rig and at high total temperatures using the University of 
Oxford gun tunnel facility. 

Because the total temperature device is based on the measure
ment of transient heat flux using platinum thin film gauges, the 
probe has a high frequency response that allows the measure
ment of fluctuating and rapidly varying total temperatures. The 
high frequency response of the probe was demonstrated through 
the accurate measurement of the total temperature during the 
unsteady shock compression processes in the University of Ox
ford gun tunnel facility. As a further demonstration of the poten
tial for high frequency measurements, the probe was also used 
to obtain fluctuation measurements in a Mach 4 turbulent jet. 
Based on the thermal inertia of the platinum films, the band
width of the present measurements is restricted to approximately 
50 kHz. However, in future experiments it may be possible to 
account for the thermal inertia of the platinum, in which case 
the upper frequency limit of the device would be in the MHz 
range. 

To improve the versatility of the total temperature device, a 
new configuration in which two films are mounted on a single 
quartz probe is being investigated. It is anticipated that the 
difference in the surface temperature of the two films will be 
generated by pulsing a relatively large current through one of 
the films. 
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Evaluation of CH4/N0x Reduced 
Mechanisms Used for Modeling 
Lean Premixed Turbulent 
Combustion of Natural Gas 
This study has identified useful reduced kinetic schemes that can be used in compre
hensive multidimensional gas-turbine combustor models. Reduced mechanisms lessen 
computational cost and possess the capability to accurately predict the overall flame 
structure, including gas temperatures and key intermediate species such as CH4, CO, 
and NOx. In this study, four new global mechanisms with five, six, seven, and nine 
steps based on the full GRI 2.11 mechanism, were developed and evaluated for their 
potential to model natural gas chemistry (including NOx chemistry) in gas turbine 
combustors. These new reduced mechanisms were optimized to model the high pres
sure and fuel-lean conditions found in gas turbines operating in the lean premixed 
mode. Based on perfectly stirred reactor (PSR) and premixed code calculations, the 
five-step reduced mechanism was identified as a promising model that can be used 
in a multidimensional gas-turbine code for modeling lean-premixed, high-pressure 
turbulent combustion of natural gas. Predictions of temperature, CO, CH4, and NO 
from the five- to nine-step reduced mechanisms agree within 5 percent of the predic
tions from the full kinetic model for 1 < pressure (atmj < 30, and 0.6 < <$> < 1.0. 
If computational costs due to additional global steps are not severe, the newly devel
oped nine step global mechanism, which is a little more accurate and provided the 
least convergence problems, can be used. Future experimental research in gas turbine 
combustion will provide more accurate data, which will allow the formulation of 
better full and reduced mechanisms. Also, improvement in computational approaches 
and capabilities will allow the use of reduced mechanisms with larger global steps, 
perhaps full mechanisms. 

Introduction 
Lean premixed combustion (LPC) of natural gas is a promis

ing method to achieve low emissions from advanced gas tur
bines. However, no comprehensive computer models are pres
ently available to model LPC of natural gas that include the full 
set of chemical mechanisms along with turbulent interactions 
(Correa, 1992b). Methods have been presented in the literature 
that include complex chemistry in turbulence models, but these 
models require enormous computing time and are limited to 
simpler chemical systems such as H2 combustion (Borghi, 
1988). Therefore, simplified kinetic schemes with four to five 
global reaction steps are being developed for use in turbulent 
combustion (Maas and Pope, 1992a; Maas and Pope, 1992b). 
Many reduced mechanisms based on full mechanisms have been 
developed and published in literature (e.g., Bilger et al., 1990; 
Chen and Dibble, 1991; Glarborg et al., 1992b; Trevino and 
Mendez, 1992; Wang and Frenklach, 1991; Polifke et al., 
1995). However, relatively few reduced mechanisms have been 
developed specifically for lean premixed conditions, and, hence, 
cannot accurately predict CO and HOx concentrations from 
modern gas turbine combustors. 

In addition to reduced mechanisms, which are generally based 
on (a) subsets of elementary reaction steps and (b) steady-state 
approximations for intermediate species, global mechanisms 
have been developed to predict overall species in limited ranges 
of temperature, equivalence ratio, and pressure. Such global 
mechanisms do not attempt to use elementary step reactions, 
but can be very useful when computational constraints do not 
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permit more sophisticated mechanisms. Global mechanisms 
pertaining to combustion of methane are reviewed in a recent 
paper by Nicol et al. (1997, 1998). Nicol and coworkers note 
that previously published global mechanisms are not pertinent 
to lean premixed combustion, and do not include NO formation. 
The global model presented by Nicol and coworkers uses three 
global steps for CH4 oxidation and two steps for NO formation, 
and is good at atmospheric pressure for 0.45 < 4> < 0.70. A 
proprietary model for combustion at elevated pressures is also 
mentioned by Nicol and coworkers. 

Full mechanisms are usually validated using experimental 
measurements. These full mechanisms are then used as bench
marks to evaluate reduced mechanisms. Alternatively, reduced 
mechanisms can be compared to actual data, when the data are 
obtained in systems that can be easily modeled. However, lack 
of pertinent experimental data in lean premixed systems at high 
pressure warrants the use of full mechanisms for evaluation of 
reduced mechanisms. For example, Nicol et al. (1997, 1998) 
report agreement between their global mechanism and the full 
Miller-Bowman mechanism (Miller and Bowman, 1989) that 
is generally within 5 percent (and a maximum of 20 percent 
difference). 

Reduced and global mechanisms have been applied in com
prehensive computational fluid dynamics models with mixed 
success, since turbulence and turbulence-chemistry models are 
limited. For example, the global mechanism of Nicol et al. 
(1997, 1998) was applied in a commercial CFD code using the 
eddy breakup model for turbulence chemistry. More sophisti
cated chemistry models will obviously require advanced turbu
lence-chemistry models to describe important details of the 
combustion process in gas turbine combustors. 
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Fig. 1 Flow diagram illustrating the relationship between the CARM 
code, the Flame code, and CHEMKIN preprocessor package (Chang, 
1995) 

Pollutant Formation in Lean Premixed Combustion 
(LPC) 

NO*, CO, and unburned hydrocarbons (UHC) are the three 
common pollutants in lean premixed combustion (LPC) of natu
ral gas. NO* emissions decrease at lean premixed conditions 
because of low peak-flame temperatures; such conditions may 
also cause flame instabilities, which result in high CO forma
tion. CO and UHC emissions are usually caused by incomplete 
or inefficient combustion, where the oxidation reaction of CO 
to C0 2 is quenched (Anand and Gouldin, 1985). This quench
ing may occur at (a) low gas temperatures found in lean pre
mixed conditions, (b) boundary layers adjacent to combustor 
walls, and (c) sometimes in the dilution zone, where air is 
introduced for cooling (Correa, 1992a). Also, CO emissions 
may increase due to the CH* species present in the flame; the 
CH, species react with the oxidizing radicals more rapidly than 
CO, and cause the CO to oxidize at later times in the flame 
(Correa, 1992a). Thus, increased emissions of CO at very lean 
conditions, due to low temperatures or flame instabilities, is one 
of the factors that limits the ultimate NO^ reduction attainable 
by lean premixed combustion. 

In lean premixed laminar flames at high pressure, NO* is 
formed predominantly by the nitrous oxide mechanism with 
little contribution from prompt NO, or thermal NQ, (Correa, 
1992b; Polifke et al., 1995; Nicol et al , 1993; Steele et al., 
1994). Jet-stirred reactor data suggest that the contribution to 
total NO., formation from the prompt NO* mechanism increases 
at atmospheric pressure, and cannot be neglected (Polifke et 
al , 1995). Calculations in a perfectly stirred reactor (PSR) 
code (Glarborg et al., 1992a) and comparisons to PSR data can 
be useful in evaluating the characteristics of NOx formation 
in lean premixed turbulent flames (Correa, 1992b). The PSR 
modeling seems to indicate that the nitrous oxide (N20) mecha
nism significantly contributes to the total NO* in premixed tur
bulent flames (Correa, 1992a; Davis and Washam, 1989). PSR 

Reaction Number Global Reaction 
R l H2 + 0 = H + OH 
R2 4H + Oj = H2 + 2 0 H 
R3 H + 0 = OH 
R4 H2 + 2 0 + CH3 = 4H + OH + CO 
R5 0 + CH4 = OH + CH3 

R6 H + OH + CO = H2 + C 0 2 

R7 H + OH = H 2 0 
R8 5H + 2NO = 2 H 2 + O + OH + N 2 

R9 0 + N , 0 = O, + N , 

Table 3 Global rates of the five-step mechanism 
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calculations do not account for turbulence-chemistry interac
tions, but allow for a perfectly mixed condition, where the rate 
of the chemical process is controlled by the chemical kinetic 
rates and not by the mixing process. 

Objectives and Approach 

The GRI 2.11 mechanism (Bowman et al , 1995) developed 
by the Gas Research Institute (GRI) is currently considered 
one of the best mechanisms that accurately describes CH4/NOA 

chemistry for natural gas combustion. The objective of this 
work was to find a reduced mechanism based on the GRI 2.11 
mechanism that would describe lean premixed CH4/air combus
tion systems. The full GRI 2.11 mechanism was reduced using 
a computer code that first eliminated unimportant species (for 
a desired condition) and then applied steady-state approxima
tions for short-lived species (Chen, 1988). This resulted in five-
to nine-step reduced mechanisms of CH4 combustion coupled 
with NO* chemistry. The GRI 2.11 mechanism was then used 
as a benchmark to test the global mechanisms using both a PSR 
code (Glarborg et al., 1995) and a premixed code (Kee et 
al., 1992a). Predictions of these global mechanisms were also 
compared with predictions of CH4 chemistry obtained using 

Table 4 Steady-state species for the five and nine-step mechanisms 

5-Step Mechanism 9-Step Mechanism 
C,H, H2CN, HCNN, CM, C2H5, C, 
CH,0, CH, CN, N, C2HS, NH, HCCO, 
NNH, CH2OH, NH2, HCCOH, CH2(S), 
NCO, C,H,, HOCN, C2H,, HNO, HCO, 
CH2CO, NO,, CH2, CHjOH, H202, 
HCNO, H02, HNCO, HCN, CH20, CH„ 
N,0, H, and O 

C2H, H2CN, HCNN, CM. C2H,, C, 
CH,0, CH, CN, N, C,H6, NH, HCCO, 
NNH, CH,OH, NH2, HCCOH, CrL(S), 
NCO, C,Hj, HOCN, C,H„, HNO, HCO, 
CH2CO, N02, CH2, CH.OH, H202, 
HCNO, HO,, HNCO, HCN, CH.O, and 
CH, 

Table 1 Five-step global mechanism 

Reaction Number 

R2 
R3 
R4 
R5 

Global Reaction 
3H2+ 0 2 + C 0 2 = 3H 2 0 + CO 
H2 + 2 0 H = 2 H 2 0 
3 H2 + CO = H 2 0 + CH, 
H2 + C 0 2 = H 2 0 + C 0 
3 H, + CO, + 2NQ = 3 H , 0 + CO + N, 

Table 5 PSR code test variables 

Pressure 
(atm) 

Equivalence Ratio 

(4» 
Inlet Temperature 

(K) 
Residence Time 

(ms) 

1 
15 
30 

0.4 
0.60 
0.85 
1.00 

600 
1200 
1800 

2 
5 
10 
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Table 6 Premixed code test matrix 

Pressure 
(atm) 

Equivalence Ratio 

(« 
1 
15 
30 

0.60 
0.85 
1.00 

the four-step Seshadri-Peters reduced mechanism (Chen and 
Dibble, 1991) (for PSR cases), which appeared to be the best 
reduced mechanism for lean premixed natural gas combustion 
previously available in literature. The four-step Seshadri-Peters 
mechanism for CH4 combustion is based on a 25-step skeletal 
mechanism developed by Smooke and Giovangigli (1991), and 
does not include NO.t chemistry. 

The global rates of the five- and nine-step global mechanisms 
were derived from a skeletal mechanism based on the 276-step 
full GRI 2.11 mechanism (Bowman et al , 1995) using the 
computer-assisted reduction mechanism (CARM) code (Chen, 
1988; Chang, 1995). CARM is an interactive program that runs 
in conjunction with CHEMKIN-II (Kee et al., 1992b) and flame 
codes such as the perfectly stirred reactor (PSR) code (Glarborg 
et al , 1992a) and the premixed code (Kee et al., 1992a). The 
PSR program is more commonly used due to its simplicity, 
and also because it provides solutions to flame problems more 
quickly. Figure 1 shows the schematic diagram that explains 
the interaction between the CARM code, CHEMKIN, and a 
flame code such as the PSR code. 

As shown in Fig. 1, the detailed GRI mechanism (1) is first 
provided to the CHEMKIN interpreter. This produces a linking 
file (2) that is utilized by the PSR code (3) to solve the required 
problem. The solution from the PSR code is stored in a "save 
file" (4) which is read by the CARM program (5). The "save 
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file'' contains important information related to species concen
trations, sensitivity coefficients, and other variables. Based on 
the relative importance of elementary reactions provided by 
the user, a skeletal mechanism (6) is generated for the given 
conditions by eliminating fast reactions which are usually not 
very important (Chang, 1995). 

To obtain a suitable skeletal mechanism for the required 
range of applicability, the CARM code allows the comparison 
of predictions between the skeletal mechanism and the detailed 
mechanism. After a solution using the skeletal mechanism is 
obtained from the PSR code, the CARM code reads the results 
from the "save file," and then compares the results from the 
skeletal mechanism to the previously obtained solution from 
the detailed mechanism. When the error bounds between the 
skeletal and detailed schemes for the required range of applica
bility are within the specified limits (usually within 5 percent), 
the performance of the skeletal mechanism is accepted. There
fore, the CARM code eliminates unimportant elementary reac
tions and species for the specified range and conditions; how
ever, the eliminated species and elementary reactions may be 
important for other operating conditions. If required, the inter
mediate step used in obtaining the skeletal mechanism can be 
avoided, and it is possible to develop a reduced mechanism for a 
wider range of applicability using the complete reaction scheme. 
However, this may result in extremely complicated algebraic 
expressions with associated convergence problems (Chang, 
1995). 

The next step in the development of a reduced mechanism 
involves the subsequent algebraic manipulation of the skeletal 
mechanism to the desired five to nine global reactions. This 
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Fig. 2 PSR calculations of temperature as a function of equivalence 
ratio at 1 and 30 atm [T,„M = 600 K; T = 2 ms): (a) temperature versus 
equivalence ratio, 1 atm, TMn - 600 K, and T = 2 ms; [b) temperature 
versus equivalence ratio, 30 atm, TMM - 600 K, and T = 2 ms. 

Fig. 3 PSR calculations of mole% CH4 as a function of equivalence ratio 
at 1 and 30 atm (Tlnle, = 600 K; T = 2 ms): (a) Mole% CH4 versus equiva
lence ratio, 1 atm, T"intet ^ 600 K, and T — 2 ms; (b) Mole% CH4 versus 
equivalence ratio, 30 atm, TMa = 600 K, and T = 2 ms. 
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Fig. 4 PSR calculations of mole% CO as a function of equivalence ratio 
at 1 and 30 atm (Tr„,et = 600 K; T = 2 ms): (a) Mole% CO versus equiva
lence ratio, 1 atm, Tini« = 600 K, and T = 2 ms; (b) Mole% CO versus 
equivalence ratio, 30 atm, 7"(1,let = 600 K, and T 2 ms. 

was done by first selecting the species that are used for the 
steady-state assumption. These species are usually intermediate 
species which have small concentration levels when compared 
to the initial reactants and final products. Secondly, a set of 
elementary reactions was selected which was used to eliminate 
the steady-state species and to formulate the reduced mecha
nism. The CARM program (Chang, 1995) performed these al
gebraic manipulations and utilized an iteration scheme to pro
vide the final form of the reduced mechanism. The reduced 
mechanisms were obtained with relative ease, and required ap
proximately 50 iterations for the lean flame. 

Results and Discussion 
Four new global mechanisms with five, six, seven, and nine 

steps were developed and optimized to agree with PSR calcula
tions using the GRI 2.11 mechanism at 30 atm and equivalence 
ratios ranging from <p = 0.4 to 0.6. These newly developed 
global mechanisms contain both CH4 chemistry (including C2 

chemistry) and NO^ chemistry that is present in lean premixed 
turbulent combustion of natural gas. Only a description of the 
five-step and nine-step global mechanisms is presented here; 
additional details are described by Mallampalli (1996). 

Five and Nine-Step Global Mechanisms. Tables 1 and 2 
show the global steps of the five- and nine-step reduced mecha
nisms. Here, thermal NO.,, prompt NO^, and NO^ formed via 

the nitrous oxide pathway are all included through the steady-
state approximations for intermediate species. The global rates 
of the above five- and nine-step reactions are functions of the 
rate constants and species present in the skeletal mechanism 
generated from the full GRI 2.11 mechanism. For example, the 
global rates for the five-step mechanism are shown in Table 3 
where w,, is the reaction rate for the j'th elemental reaction in 
the GRI 2.11 mechanism. These elementary steps include both 
the forward and backward rates. For both the five-step and 
nine-step global mechanisms, the net global rates (/?,•) were 
calculated assuming that the species in Table 4 are in steady 
state. Due to length considerations, the steady-state expressions 
for the five- and nine-step mechanisms are found elsewhere 
(Mallampalli, 1996; Mallampalli et al., 1996). Similarly, the 
skeletal mechanism that contains the elementary reactions is 
also found elsewhere (Mallampalli, 1996). The mechanisms 
can be also obtained on the internet in complete form (http://  
www.et.byu.edu/~tom/Papers/Hemant-WSS96AVSS.html). 

PSR Code Calculations. The four newly developed global 
mechanisms were evaluated according to the test matrix shown 
in Table 5; 108 PSR cases were performed using the full GRI 
2.11 mechanism (Bowman et al., 1995), the Seshadri-Peters 
global mechanism (Chen and Dibble, 1991), and each of the 
four newly developed reduced mechanisms (648 total cases) in 
order to examine the effects of pressure, equivalence ratio, inlet 
temperature, and residence time. The one inlet temperature of 
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Fig. 5 PSR calculations of NO (ppmv) as a function of equivalence ratio 
at 1 and 30 atm {TMU = 600 K; T = 2 ms): (a) NO (ppmv) versus equiva
lence ratio, 1 atm, TM„ = 600 K, and T = 2 ms; (b) NO (ppmv) versus 
equivalence ratio, 30 atm, 7"lniot = 600 K, and T = 2 ms. 
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1800 K shown in Table 6 is unrealistically high, but was used 
to allow testing of the mechanisms at extreme temperatures. 
The conditions for these calculations were selected to be non-
equilibrium conditions in order to emphasize the importance of 
chemical kinetics. Neither the full GRI 2.11 mechanism nor 
the four newly developed reduced mechanisms converged to a 
solution for 3 test cases (i.e., at 30 atm, 4> = 0.4, riniet = 600 
K and different residence times of 2 ms, 5 ms, and 10 ms), 
since the lean blow out limit was reached at these conditions. 

Figures 2 ( A ) and 2(b) show predictions of temperature in a 
PSR as a function of equivalence ratio for pressures of 1 and 
30 atmospheres, respectively (Tinlet = 600 K, T = 2 ms). It is 
seen from Figs. 2(a) and 2(b) that the four newly developed 
reduced mechanisms yield excellent agreement with the full 
GRI 2.11 mechanism at both pressures (maximum relative error 
— 1.6 percent). The four-step Seshadri-Peters global mecha
nism predictions also show good agreement; the Seshadri-Pe-
ters mechanism deviates from the full mechanism by less than 
50 K at high pressures and high equivalence ratios (maximum 
relative error ~3 percent). 

Figures 3(a) and 3(b) show predictions of CH4 concentra
tions in a PSR for pressures of 1 and 30 atm (Tinlet = 600 K, T 
= 2 ms). It is again seen from Fig. 3(a) that the four newly 
developed global mechanisms give very good predictions for 
mole% CH4 in fuel-lean mixtures and atmospheric pressures 
(maximum relative error ~15 percent). Comparatively, at 1 
atm pressure, the four-step Seshadri-Peters global mechanism 
predictions agree within 26 percent (on a relative basis). At 30 
atm, Fig. 3(b) shows that the five to nine-step mechanisms give 
identical predictions for all conditions (maximum relative error 
3 percent), but the Seshadri-Peters mechanism does not show 

similar agreement (maximum relative error ~650 percent). At 
high pressures, C2 chemistry appears to be vital for predicting 
flame chemistry, and the newly developed reduced mechanisms 
include C2 chemistry, whereas the Seshadri-Peters mechanism 
does not. 

Figures 4(a) and 4(b) show predictions of mole% CO in a 
PSR for pressures of 1 and 30 atm ( 7 ^ , = 600 K, T = 2 ms). 
Figure 4(a) shows that at atmospheric pressure, the full GRI 
2.11 mechanism and the four newly developed reduced mecha
nisms are in good agreement (maximum relative error ~7 per
cent), while slightly less agreement was achieved using the 
four-step Seshadri-Peters global mechanism (maximum rela
tive error ~12 percent). Figure 4(b) shows that at 30 atm, the 
newly developed reduced mechanisms perform very well at all 
equivalence ratios (maximum relative error ~ 2 percent), but 
the Seshadri-Peters mechanism significantly differs from the 
full GRI 2.11 mechanism predictions (relative maximum error 
65 percent). As expected, the lack of C2 chemistry causes more 
pronounced deviations between the Seshadri-Peters mecha
nism and the full GRI 2.11 mechanism at high pressures. Figure 
4(a) shows that CO emissions, relative to <j> = 0.6, increase 
dramatically in rich mixtures and slightly leaner mixtures. At 
near stoichiometric conditions, CO emissions are higher be
cause the higher gas temperatures result in the dissociation of 
C0 2 to CO (Anand and Gouldin, 1985). At very lean mixtures, 
CO does not completely oxidize to C0 2 because the low gas 
temperatures at these conditions quenches the oxidation reaction 
of CO (Anand and Gouldin, 1985). The Seshadri-Peters mech
anism also exhibits this quenching effect at high pressures and 
low equivalence ratios, which results in slightly higher predic
tions of CO concentrations at <f> = 0.4 than at </> = 0.6. 
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Figures 5(a) and 5(b) show the predicted NO concentrations 
in a PSR as a function of equivalence ratio at 1 and 30 atmo
spheres (Tlnie, = 600 K, r = 2 ms). It is seen that although the 
predictions of all four newly developed reduced mechanisms are 
extremely good at high pressures (Fig. 5(b)) for all equivalence 
ratios (maximum relative error ~5 percent), the five, six, and 
seven-step global mechanisms are less accurate for atmospheric 
pressure (Fig. 5(a)) at high equivalence ratios (maximum rela
tive error ~38 percent). This occurs because these five, six, 
and seven-step global mechanisms were optimized for high 
pressure and low equivalence ratio conditions found in lean 
premixed gas turbine combustion. At these and all other condi
tions, the nine-step global mechanism is the most accurate re
duced mechanism (as expected). Since the four-step Seshadri-
Peters mechanism (Chen and Dibble, 1991) does not contain 
NOc chemistry, it could not be used for this comparison. 

Premixed Code Calculations. Premixed flames are effec
tively one-dimensional, and experimentally they can be made 
very steady so that detailed temperature and species concentra
tions can be measured. The four newly developed reduced 
mechanisms were further tested using the premixed code that 
predicts species profiles using the burner-stabilized flame option 
(Kee et al., 1992a) and a user-specified temperature profile. 
Some convergence problems were encountered, especially for 
the five-step mechanism; the presence of small concentrations 
of intermediate species at low temperatures created numerical 
instabilities in the iterative solution procedure. This problem 
was effectively resolved by temporarily setting such intermedi
ate species to zero at temperatures below 1200 K for atmo
spheric cases and below 1450 K for 30 atm cases, since their 
concentrations are too low to significantly affect overall flame 

structure. At higher temperatures, where flames are more stable, 
these intermediate species are present in significant quantities 
and hence do not cause convergence problems. This numerical 
convergence problem for low concentrations of intermediates 
is a subject of ongoing research, but does not seem to have an 
adverse effect on gas turbine combustor simulations (Cannon 
e t a l , 1996). 

Comparatively, the nine-step global mechanism converged 
to premixed code solutions more easily than the smaller mecha
nisms. The nine-step global mechanism contains a large number 
of algebraic expressions for intermediate species, just like the 
smaller mechanisms, but the algebraic steady-state relationships 
are less complicated. The test matrix shown in Table 6 was 
used to evaluate the performance of the five and nine-step global 
mechanisms in comparison to the full GRI 2.11 mechanism 
(Bowman et al., 1995); the six and seven-step mechanisms 
showed similar agreement (Mallampalli, 1996). In these pre
mixed calculations, the length of the reactor was adjusted to 
provide adequate residence time for the major species to reach 
thermodynamic equilibrium. 

Figure 6 shows predictions of CH4 concentration along the 
length of the premixed flow reactor for pressures of 1 and 30 
atm for <f> = 0.6 and 1.0 (7"inle, = 300 K). The combustion rates 
predicted by the nine-step and five-step global mechanisms are 
similar to the full GRI 2.11 mechanism at all pressures and 
equivalence ratios. Further, increases in pressure for a given 
equivalence ratio increase the combustion rate, which is pre
dicted by all three mechanisms (note the change in scale in the 
horizontal axes in Fig. 6) . 

Figure 7 shows the predicted CO and C02 concentrations as 
a function of distance in a premixed flow reactor for pressures 
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C02 versus distance, 1 atm, <\> = 1.0; (c) Mole% CO, C02 versus distance, 30 atm, <!> = 0.6; and (d) Mole% CO, C02 versus distance, 30 atm, 
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of both 1 and 30 atm at equivalence ratios of 0.6 and 1.0 (TMa 

= 300 K). At 1 atm, the predicted peak CO concentration using 
the nine-step and five-step reduced mechanisms are similar to 
the full GRI 2.11 mechanism for both cp = 0.6 and cp = 1.0 
(maximum relative error ~ 2 percent). At 30 atm, the peak 
CO concentrations predicted using the reduced mechanisms are 
higher than the full GRI 2.11 mechanism predictions (maximum 
relative error ~30 percent). The C0 2 formation rate is similar 
for the reduced and full mechanisms at all conditions shown, 
included the effect of pressure. 

Equilibrium conditions were reached for all conditions shown 
in Fig. 7, except for predictions shown in Fig. 7(a) (CO reached 
—9.3 ppm). For CO, equilibrium values vary with both pressure 
and equivalence ratio. At low equivalence ratios of (p = 0.6 
(Figs. 7(a) and 7(c)) , the equilibrium CO concentration is <5 
ppm for both atmospheric and 30 atm pressures. However, at 
stoichiometric conditions (Figs. 1(b) and 1(d)), equilibrium 
values decreased with increases in pressure. At 1 atm, the equi
librium concentration of CO is ~ 14,300 ppm, while at 30 atm, 
the equilibrium concentration of CO is ~7,200 ppm (roughly 
half). 

Figure 8 shows predicted NO concentrations as a function of 
distance along the premixed flow reactor (Tinla = 300 K). The 
NO formation rate is largely dependent on the other conditions 
within the reactor (i.e., temperature, major and minor gas species 
concentrations). Figure 8(a) shows that at 1 atm and cp = 0.6, 
the peak NO concentration is —3 ppm, which is predicted reason
ably well by both the nine-step and five-step reduced mechanism. 
Increases in NO are predicted when the equivalence ratio is in
creased from 4> = 0.6 (Fig. 8(a)) to <p = 1.0 (Fig. 8(£>)). Increas
ing the flame equivalence ratio raises the gas temperatures, which 

directly increases the thermal NOx, and, hence, increases the total 
NO* formed. Figure 8(c) shows that at low equivalence ratios (4> 
= 0.6), increases in pressure (compared to Fig. 8(a)) increase 
NO* emissions. Figure 8(d) shows that predicted NO., values are 
high at high pressures and <p = 1.0. 

Equilibrium conditions were not reached for NO in any of 
the predictions shown in Fig. 8. Also for NO, equilibrium values 
vary with both pressure and equivalence ratio. At low equiva
lence ratios of <\> - 0.6 (Figs. 8(a) and 8(c)) , the equilibrium 
NO concentration is 500 ppm for both atmospheric (not reached 
with T = 0.45 sec) and 30 atm pressures (not reached with T 
= 3.85 sec). However, at stoichiometric conditions of <p = 
1.0 (Figs. 8(b) and 8(d)) , thermodynamic equilibrium values 
decrease with increased pressure. At atmospheric pressure, the 
equilibrium concentration of NO is 3200 ppm (not reached with 
T = 0.13 sec), while at 30 atm, the equilibrium concentration 
of NO is 2500 ppm (not reached with r = 0.95 sec). 

Discussion. In order to properly understand NO* emissions 
from gas turbine combustors, it is essential to understand the 
relative importance of the three individual pathways and mecha
nisms that contribute to the total NO^ formed. Starting from the 
full GRI 2.11 mechanism and the five-step global mechanism, 
the individual NO^ contributions for the tested cases were ob
tained in the PSR code by using a simple three-step procedure 
suggested by Nicol et al. (1993): 

1 The prompt NO contribution was obtained by eliminating 
both the thermal NOA and the NO* due to nitrous oxide 
pathway from both the full GRI 2.11 mechanism and the 
five-step global mechanism. Thermal NO., was eliminated 
by removing the main reaction (N + NO = N2 + O). Other 
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= 600 K; T = 2 ms): (a) five-step global mechanism, 1 atm; (b) full GRI 2.11 mechanism, 1 atm; (c) five-step global mechanism, 30 atm; and (d) 
full GRI 2.11 mechanism, 30 atm. 

less important reactions contributing to thermal NO.,, were 
also removed. The nitrous oxide pathway was eliminated 
by removing the main reactions (N20 + M = N2 + O + 
M) and (N20 + M = N2 + O( 'D) + M). Some of the 
other lesser contributing reactions were also removed (see 
Mallampalli, 1996). 

2 The NO contribution from the nitrous oxide pathway was 
obtained by eliminating thermal NO* and prompt NO, mech
anisms from both the full GRI 2.11 mechanism and the five-
step global mechanism. Thermal NO, was eliminated by 
removing reactions as explained above. Prompt NO* was 
eliminated by removing the main initiation reaction (CH + 
N2 = HCN + N) for the formation of prompt NO,. Other 
less important reactions contributing to prompt NO,, such 
as (CH + NO = HCN + O) were also eliminated (see 
Mallampalli, 1996). 

3 In the final step, thermal NO was obtained by subtracting 
the individual NO, contributions from the prompt NO, and 
NO, from the nitrous oxide pathway from the total NO, 
obtained for both the full GRI 2.11 mechanism and the five-
step global mechanism. 

Figure 9 shows comparisons of predicted thermal NO, prompt 
NO, NO from the nitrous oxide pathway, and total NO concen
trations in a PSR for the five-step global mechanism and full 
GRI 2.11 mechanism at 1 and 30 atmospheres ( r = 2 ms, TMa 

= 600 K). At atmospheric conditions, the five-step mechanism 
shows similar trends in the relative contributions of thermal NO 
versus prompt NO versus the N20 pathway (compare Fig. 9(a) 
and 9(b)) for 4> = 0.8 and 4> = 1.0. However, at the lower two 
equivalence ratios, the correct value of NO is predicted by 

the five-step mechanism without matching the correct trend in 
pathway. In the 30 atm predictions, the five-step mechanism 
seems to predict the correct trend in NO formation pathway for 
all equivalence ratios examined. The fact that better predictions 
are made at the higher pressure are consistent with the fact that 
the five-step model was specifically tuned to work best for the 
high pressure lean cases. 

All of the calculations shown in this paper simulate ideal 
mixing conditions (no flame instabilities). In actual burners, 
flame instabilities occur at low equivalence ratios, and local 
extinction or flame blowout out may occur which can greatly 
increase the formation of CO. Since NO, is known to decrease 
at lower equivalence ratios, increases in CO at these low equiva
lence ratios can limit the ultimate potential lean premixed com
bustion for NO, reduction. Obviously, these newly developed 
reduced mechanisms only mimic the predictions obtained from 
the full GRI 2.11 mechanism, which is in a continuous state of 
improvement (especially at high pressure). All of the new re
duced mechanisms presented here reproduce the behavior of 
the GRI 2.11 mechanism over a wide range of equivalence 
ratios for total pressures from 1 to 30 atm. The reason for the 
agreement is due to the use of a large set of complicated steady-
State expressions for the intermediate species. Comparisons with 
individual laminar flame data sets have been performed exten
sively in the literature using the GRI 2.11 mechanism, and are 
not repeated here. The ultimate goal is the application of the 
reduced mechanisms to turbulent lean premixed flames, with 
subsequent comparison with data. Cannon et al. (1996, 1998) 
and Cannon, 1997 have shown that the five-step and nine-step 
global mechanisms provide a good representation of the flame 
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chemistry in (a) a partially stirred reactor, and (b) a comprehen
sive gas-turbine computer model. Predictions from the compre
hensive model were compared with laser-based data obtained in 
an axisymmetric laboratory-scale gas turbine combustor. Their 
method used an in-situ adaptive look-up table for the chemical 
reactions; these five to nine-step reduced mechanisms greatly 
reduced the computational requirements for gas-turbine com
bustion modeling. It is anticipated that these reduced mecha
nisms will be of value to many other applications in lean pre-
mixed combustion simulations. 

Further research in this area will likely result in better detailed 
mechanisms for modeling CH4 and NO, chemistry in lean pre-
mixed turbulent natural gas combustion. As computer technol
ogy advances, faster computers will become available that will 
perhaps permit the use of larger elementary reaction schemes in 
practical geometries. Until then, methods such as the computer 
reduction methods will gain popularity, and will be used for 
modeling natural gas combustion. The reduced mechanisms pre
sented here are robust and perform well at relevant conditions 
to lean premixed gas turbine combustion. 

Summary and Conclusions 
A major focus of this project was to develop reduced mecha

nisms of CH4 combustion and NO, formation that describe lean 
premixed turbulent combustion of natural gas. This included 
identifying a useful comprehensive mechanism and then com
paring the reduced mechanisms to the full mechanism in ideal
ized codes at practical experimental conditions. The potential 
reduced mechanisms tested were expected to predict gas tem
perature and concentrations of key pollutant species such as 
NO, and CO. 

New five to nine-step reduced mechanisms of CH4 and NO, 
were developed from the recently released GRI 2.11 mecha
nism, which incorporates detailed NO, kinetics for combustion 
of natural gas along with detailed CH4 chemistry. The newly 
developed five to nine-step reduced mechanisms were evaluated 
by comparing key species and gas temperature predictions in 
these mechanisms to the full GRI 2.11 mechanism. The four-
step Seshadri-Peters global mechanism (Chen and Dibble, 
1991) found in the literature was also examined. Using the full 
GRI 2.11 mechanism as a standard, predictions made using the 
five-step reduced mechanism were more accurate than the four-
step Seshadri-Peters reduced mechanism, especially at lean 
premixed high pressure conditions. Predictions using the five-
step reduced mechanism agreed within 5 percent at all condi
tions for 0.4 < 4> < 0-6 and 1 < pressure (atm) < 30. 

Based on the PSR and premixed code calculations performed 
in this study, it is thus concluded that the five-step global mecha
nism appears to be a promising reduced mechanism that can be 
used in multidimensional codes for modeling lean premixed 
turbulent combustion of natural gas. The five-step global mecha
nism is reasonably accurate for both NO, and CH4 chemistry, 
based on comparisons with the validated full GRI 2.11 mecha
nism for pressures from 1 to 30 atm and equivalence ratios from 
0.4 to 1.0. However, if computational costs due to additional 
global steps are not severe, the newly developed nine-step 
global mechanism could be used, since it was a little more 
accurate and provides the fewest convergence problems. The 
four-step Seshadri-Peters global mechanism is useful at low 
equivalence ratios and atmospheric pressures, and should be 
used if the computational time due to the additional NO, step 
in the five-step global mechanism is a limiting factor. However, 
the four-step Seshadri-Peters reduced mechanism lacks C2 

chemistry and is, thus, less accurate at high pressures. 
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Numerical Prediction of the 
Dynamic Behavior of Turbulent 
Diffusion Flames 
Environmental compatibility requires low-emission burners for gas turbine power 
plants as well as for jet engines. In the past, significant progress has been made 
developing low NOx and CO burners. Unfortunately, these burners often have a more 
pronounced tendency than conventional burner designs to produce combustion driven 
oscillations. The oscillations may be excited to such an extent that pronounced pulsa
tion may possibly occur; this is associated with a risk of engine failure. The stability 
of a burner system can be investigated by means of a stability analysis under the 
assumption of acoustical behavior. The problem with all these algorithms is the 
transfer function of the flame. A new method is presented here to predict the dynamic 
flame behavior by means of a full Navier-Stokes simulation of the complex combustion 
process. The first step is to get a steady-state solution of a flame configuration. After 
that a transient simulation follows with a sudden change in the mass flow rate at 
the flame inlet. The time-dependent answer of the flame to this disturbance is then 
transformed into the frequency space by a Laplace Transformation. This leads, in 
turn, to the frequency response representing the dynamic behavior of the flame. In 
principle, this method can be adapted for both diffusion as well as premixed flame 
systems. However, due to the fact that diffusion flames are more controlled by the 
mixing process than by the chemical kinetic, the method has first been used for the 
prediction of the dynamic behavior of turbulent diffusion flames. The combustion has 
been modelled by a mixed-is-burnt model. The influence of the turbulence has been 
taken into account by a modified k-e model and the turbulence influences the combus
tion rate by presumed probability density functions (pdf). The steady state as well 
as the transient results have been compared with experimental data for two different 
diffusion flame configurations. Although the burner configuration is relatively com
plex, the steady-state results collaborate very well with the experiments for velocity, 
temperature, and species distribution. The most important result is that the heat 
release that drives the oscillations can be modeled sufficiently accurately. The effect 
of using different pdf models has been discussed and the best model has been used 
for the transient calculations of the dynamic flame behavior. The results for the 
frequency response of the flame are very encouraging. The principal behavior of the 
flame—higher order time element with a delay time—can be predicted with sufficient 
precision. In addition, the qualitative results collaborate fairly well with the experi
ments. 

Introduction 
Due to the need for environmental compatibility, combustion 

is a very important field of research in gas turbine development. 
In the past, significant progress has been made developing low 
NOx and CO burners. In addition, the power output of heavy-
duty gas turbines has increased significantly, with the result 
that the thermal power of the combustion chamber is greater. 
Unfortunately, these advanced burners and combustion cham
bers often have a more pronounced tendency to produce com
bustion-driven oscillations than conventional burner designs. 
The oscillations may be excited to such an extent that pro
nounced pulsation may possibly occur; this is associated with 
a risk of engine failure. They can lead to higher levels of pollu
tion, and result in very high noise emissions. Therefore, there 
is an urgent need to develop a design tool for the prediction of 
these instabilities. It is important to understand that they are 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received by the ASME Head
quarters March 3, 1996. Paper No. 96-GT-133. Associate Technical Editor: J. N. 
Shinn. 

not sympathetic vibrations, so variations of geometry will not 
prevent them automatically [1]. 

The stability of a burner system can be investigated by means 
of a stability analysis under the assumption of acoustical behav
ior. At the Institute of Steam and Gas Turbines, RWTH Aachen, 
an acoustical model has been developed to predict the stability 
range of a combustor [2, 3] , The combustor is therefore split 
up into several units, as shown in principle in Fig. 1. The whole 
combustor works as a feedback system leading to self-induced 
oscillation under special assumptions. This model was success
fully tested and verified with experimental data taken from a 
test combustor. For further details see [2] . However, in order 
to predict the instabilities of real gas turbine burners, a thorough 
understanding of the dynamic behavior of the flame that works 
as an amplifier in this oscillating circuit is required. 

Some experimental work in this area can be mentioned. Lenz 
[4] and Lang [5] have investigated the dynamic behavior of 
turbulent premixed flames. Matsui [15] and Sugimoto and Mat-
sui [16] did further experimental work on laminar premixed 
flames. Priesmeier [6] did experiments on the dynamic behavior 
of diffusion flame systems. All authors deduced that the fre
quency response of flames can be described as a higher-order 
time element with a delay time. The behavior of the flame 
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burner flame combustion 

Fbu(jo)) FflG®) chamber 

Ffl(JO» 

Fig. 1 Oscillating circuit of a combustor system 

If C 
c 
c 

depends strongly on the geometry of the burner, the type of 
flame, the equivalence ratio, and the thermal power. 

Some theoretical work has been done by Merk [7], Becker 
and Gunther [8] , Lenz [4] and Bohn and Deuker [2] . In combi
nation with the experimental work mentioned above, these ana
lytical works are very helpful for describing the principles of 
dynamic flame behavior. In the case of practical flames, which 
are characterized by complex geometries, and highly turbulent 
fluid flows, however, these analyses are not precise enough 
because many assumptions have to be postulated in order to 
derive the frequency response of flames. 

In this paper, a new method is used (first described in Bohn 
and Kriiger [9]) that derives the frequency response by means 
of a transient numerical simulation of the complex combustion 
process. 

Derivation of the Flame Frequency Response 
The principal method used to calculate the frequency re

sponse of a flame by numerical simulation of the combustion 
process is sketched in Fig. 2. First, the steady-state combustion 
process of a given configuration has to be calculated. After 
that, transient calculations are carried out that give the time-
dependent unit function response of the flame (/*(?)) to a sudden 
increase in the mass flow rate of air at the burner inlet, as 
follows: 

A ( 0 -
Am 

(1) 

This response is then transferred into frequency space by a 
Laplace Transformation to obtain the frequency response of the 
flame Ffl(ju)): 

Ffi(ju) 
Jo 

h(t)-e-ju"dt. (2) 

tcidy-siate simulation ot [hi- combustion process 
lopuwtmg pomu 

iransienl iimul.irion of the comhuslion prucc** 
I'unit function icspon.se (h(i)i 

Tr.in*.formarion into frequency space 
(Fn(J«N) 

3 
} 
" ) 

Fig. 2 Numerical simulation of the dynamical behavior 

ratio of the transient heat release of the flame to the mass flow 
jump of air—mass flow rate of air is much larger than that of 
fuel—at the burner inlet as the characteristic value for the dy
namic behavior of the flame. The advantage of this definition 
is that this ratio is independent of the computational domain. 
The definition (1) is compatible with that used by Priesmeier 
[6] . 

Due to the thermal inertia of the system, this procedure cannot 
be used for experimental investigations. Therefore, the flame is 
perturbed by harmonic disturbance, i.e., a sinusoidal variation 
of the inlet mass flow. In order to obtain the frequency response, 
many discrete frequencies have to be investigated; this means 
that a lot of effort has to be invested in experimental work. 
These two different methods for obtaining the frequency re
sponses of a dynamic system are absolutely equivalent under 
the assumption of linear systems, which is really true for the 
beginning of self-induced oscillations [1]. 

Numerical Procedure 

Basic Equations. Under the assumption of fast chemistry, 
which means that the turbulent mixing of fuel and oxidant domi
nates the combustion process, the combustion chemistry can be 
given by only one simple reaction equation: 

1 kg F + a kg O -* (1 + a) kg P . 

Fuel Oxidant Product 

(3) 

In the case of diffusion flames, it is expedient to define the 

Neglecting the chemical kinetic effects, fuel is burnt infini
tesimal fast, consuming all available oxidant. This model that 
is often used for diffusion flame systems is called the mixed-
is-burnt model. 

Then, the entire combustion process of a turbulent diffusion 
flame can be described by the Favre-averaged transient and 

N o m e n c l a t u r e 

C = general constant 
cp = specific heat capacity 
F = frequency response 
F = fuel 
/ = mixture fraction 
g = variance of mixture fraction 

Hu = net calorific power 
h = unit function response 
h = enthalpy 
j = complex variable 
k = turbulent kinetic energy 

M = molecular weight 
m = mass flow rate 

A/M = jump function 
O = oxidant 

x, r 

P = product 
p = pressure 
p = probability density function 
q = transient heat release 
R = gas constant 
t = time 

T = temperature 
Tu = turbulence intensity 

v = velocity vector 
w = axial, radial and circumferen

tial velocity component 
, 4> = axial, radial and circumferen

tial coordinate 
a = stoichiometric oxidant mass 
e — turbulent dissipation rate 
ix = viscosity 

p = density 
£ = mass fraction 
ijj = mole fraction 
ip = phase angle 
4> — equivalence ratio 
w = angular frequency 

Subscripts 

F = fuel 
/ / =flame 
O = oxidant 
P = product 
st = stoichiometric 
t = total 

T = turbulent 
= average value 
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compressible Navier-Stokes equations ( 4 - 6 ) , the equations for 
the turbulence quantities k (7) and e (8) , the mixture fraction 
/ ( 9 ) , and the variance of the mixture fraction g (10): 

P ( / ) = « ( / - / ) 

Double Delta Function (26-pdf). 

( I D 

P(f) 

l2&(f-(f + fg)) + \6(f-(f-fg)) if ( « s ( l - / ) 2 ) A ( f s f ) 

7^>+ /£?<'-( '+?)) if r*,**i-r) (12) 

0 - / ) 2 + 
:«( / - D + ( I - / ) 2 

d - / ) 2 + 
zS[f-[f-

8 

dt 

^ + V ( p C ) = 0 

+ V-(pC X 0 - (p, + HT)VV) 

(4) 

(1 - / ) 

Beta Function (/3-pdf) 

p(f) = 

if ( l - / ) 2 • ^ / d - / ) 

r(a>r(fc)J (13) 

where 

- V ( p + | p f c ) + V-((M + Mr)(Vi5)r) (5) a=f~{f{\ -f)~g) and 

dph, 
+ V . ( p O A , - ^ + ^W)=^ 

C P CT/H / dt 
(6) 

M + v(pvfc-(M + ^ - ) W ) = P - p e (7) 

= C g > - ( V / ) 2 - C g 2 p ^ g (10) 

P is the production term of turbulence energy and turbulence 
dissipation due to shear forces. There are several empirical con
stants appearing in both the turbulence and the combustion 
model. In Table 1, the used values of these constants are listed; 
however, these values are all known as standard values, apart 
from d that appears in the epsilon equation (8). This number 
has been changed from 1.44 to 1.6, which is often used for 
problems with free jets. As shown in Table 1, this also has 
consequences on the turbulent Prandtl number aTl of the epsilon 
equation. The effects of this change will be discussed later on. 
The influence of turbulence on the mixture fraction representing 
the combustion progress is taken into account by presumed 
probability density functions (see Fig. 3) . Three different forms 
have been used and tested: 

Single Delta Function (6-pdf), 

Table 1 Constants of the numerical scheme 

b=y-zP-(f(l-f)-g). (13a) 

Then, the mass fractions of fuel, oxidant and product are given 
by the following: 

^ = £ max U^& , o\p(f)df (14) 

to = Jo m a x f l -iQ\p(f)df (15) 

6 = i - ZF - to (16) 

The stoichiometric mixture fraction fs, depends on the fuel 
used; (here, all investigations are carried out with methane (a 
= 17.2), leading to a value of /„ = 0.055) and is defined as 
follows: 

/« = 
1 

1 + a 
(17) 

The set of 9 coupled differential equations (4-10) is closed 
by the equation of state for ideal gases (18) and the constitutive 
equation for ideal gases (19): 

RT 

h = cp(£i, 
JT„, 

T)dT + £FHU 

(18) 

(19) 

In equation (19), the second term represents the heat release 

Single-Delta (8-pdf) Double-Delta (28-pdf) Beta (P-pdf) 

«1 ^2 ^ ^ 
aTht °Tk °Te °f cTf ^ aTg 

(1.44)1.6 1.92 2.22 2 0.9 1 0.41872 , >.7 0.9 z 0.9 (1.44)1.6 1.92 2.22 2 0.9 1 
(C2-C,)V0.09 

>.7 0.9 z 0.9 
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Fig. 3 Different probability density functions (PDFs) 
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Fig. 4 Burner configurations 

as a result of the combustion process, where Hu is the net 
calorific value. 

Finally, for ideal gas mixtures (here the mixture consists of 
fuel {£,!.), oxidant (£o), and product (£/>)) the specific gas con
stant and the specific heat capacity are defined as 

R = — where — = Y — 
M M £ M, 

n 

cP(.S„T) = Se,cP,,(r). 

(20) 

(21) 

Solution Method. A fully implicit finite-volume scheme 
has been used for solving the coupled equations ( 4 ) - ( 1 0 ) . The 
SIMPLEC pressure-correction algorithm [10] is adapted on a 
nonstaggered grid, while avoiding the chequerboard oscillations 
by using the improved Rhie-Chow interpolation method [11, 
12]. For diffusion terms, a central differencing scheme is used, 
while advection terms are discretised by upwind differencing. A 
fully backward difference time stepping procedure is employed. 
Therefore, in principle, the time step is not bound to CFL stabil
ity restrictions; this is a very important feature for numerical 
investigations of transient combustion phenomena. 

Burner Geometries. 

Two different burner geometries have been used for testing 
the steady-state as well as the transient flow with and without 
combustion included. A cutout of the two-burner configurations 
is shown in Fig. 4 (for clarity, only the head ends of the combus
tion chambers where the reactants are introduced and the flame 
is stabilized are plotted). The main difference between these 
two burners is the stabilizing mechanism. The flame of burner 
1 is stabilized by a baffle plate at the burner exit. Methane 
(fuel) is flowing through the inner duct, while the air (oxidant) 
is flowing through the outer one. The acceleration induced by 
the baffle plate leads to a radial component at the burner exit 
and two antispin vortices downstream of the exit. This vortices 
stabilize the flame due to the low flow velocities that have to 
be on the order of the burning velocity of the flame. Burner 2 
is characterized by a different stabilizing method. A very small 
pilot flame is produced directly at the burner exit. Therefore, 
between the inner fuel jet and the outer air jet, there is a third 
nozzle through which pure oxygen 0 2 is flowing. The burner 
can therefore be referred to as 02-stabilized. Oxygen is used 
for the pilot flames instead of air due to the fact that 0 2 flames 
have a higher adiabatic flame temperature. 

Both burners have been developed and experimentally inves
tigated at the University of Karlsruhe [6, 13]. For burner 1, 
steady-state investigations for the cold flow configuration as 

Fig. 5 Computational grids 

well as for the combustion configuration are available. The 
velocities were measured by a LDV-measurement technique, 
concentration profiles were measured by watercooled probes, 
and the temperatures were obtained by Pt/Pr-Ro thermocouples. 
Experimental results of the dynamic flame behavior are avail
able only for burner 2, for which the transient heat release is 
measured by OH-radiant technique. 

Grid and Boundary Conditions. In Fig. 5 a cut of the 
structured computational grids for the two burners are shown. 
Using the multiblock technique it is possible to take into account 
not only the domain downstream of the burner exit but also the 
internal flow of the burner itself. This is more general as one 
can give boundary conditions at the burner inlet and no informa
tion is needed about the very important, and in most cases 
unknown, flow conditions at the burner exit. This is an essential 
cause of the very complex flow situation especially in the case 
of burner 1. 

The boundary conditions for the steady-state calculations are 
shown in Fig. 6. For burner 1 these values lead to an air mass 
flow rate of 32.4 g/s and to a fuel mass flow rate of 3.14 g/s 
(equivalence ratio cf> = 1.66). For burner 2 the air mass flow 
rate is 21.2 g/s, the fuel mass flow rate is 1.18 g/s and the 
oxygen mass flow rate of the pilot flame is 0.056 g/s. Neglecting 
the oxygen flame this results in an equivalence ratio of </> = 
0.95. For the transient calculations of burner 2, the mass flow 
rate of air is increased by 20 percent of the steady-state value. 

HUMCI I 

outlet: p=1.014bar 

Burner 2 

ambient cond. 
p=1.014bar 
f=0.16 
T=295 K 

wall 

t 

outlet: p=1.014bar 

ambient cond.: 
p=1.014bar 
f=0.16 
T=295 K 

air inlet: fuel Inlet: 
u=0.16m/s u=24.7m/s 
v=w=0 v=w=0 
f=0;g=0 f=l;g=0 
T=315K T=315K 
Tu=l% Tu=l% 

air inlet: Oy inlet: fuel inlet: 
u=11.9 m/s u=1.23 m/s u=35.64m/s 
v=w=0 v=w=0 v=w=0 
f=0.16;g=0 f=0;g=0 f=l;g=0 
T=295 K T=295 K T=295 K 
Tu=2.5% Tu=2.5% Tu=2.5% 

Fig. 6 Boundary conditions 
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Fig. 7 Velocity-vectorplot: comparison between measurement and 
calculation 

Results 
Before starting the transient calculations, two main topics 

have to be investigated. Firstly, the flow has turbulent character, 
with the result that the turbulence modeling has to be evaluated. 
To separate the effects, it is worthwhile to validate this on 
cold flow configurations. This has been done for both burners. 
However, due to the fact that burner 1 has the more complex 
geometry, results will be presented for this configuration only. 
Secondly, the combustion process itself and the interaction with 
turbulent mixing has to be evaluated. The temperature distribu
tion in particular is of great interest because this is essential 
for the transient heat release during the combustion process 
following a sudden jump in the mass flow rate at the burner 
exit. 

Cold Flow. The principal flow pattern of the baffle stabi
lized burner (burner 1) can be illustrated by Fig. 7 in which 
the velocity vectors are shown near the burner exit. In principle, 
the numerical results collaborate well with the measured one. 
The two vortices of the return flow can be clearly identified. 
These vortices are very important for the stabilization mecha
nism of this burner. Apart from the advantage that no informa
tion about the boundary conditions at the burner exit is needed, 
the fact that such important details as the separation of the air 
jet at the baffle plate can be predicted makes it straightforward 
to take into account the internal flow of the burner. 

In order to evaluate the used standard k-c model, the quantita
tive results of the numerical simulation of the isotherm flow are 
presented in Fig. 8. The axial velocity u and the concentration of 
methane i/rFuf!| are plotted against the dimensionless radius (the 
radius is normalized by the radius of the fuel nozzle r0) for two 
different axial positions 24 mm (x/r0 = 3) and 60 mm (r/ra = 
7.5) downstream of the burner nozzle. Two different values of 
the C\ parameter of the e-equation (Eq. (8)) are used: the 
standard value of 1.44 and a value of 1.6, which is often used 
for free jet configurations. It is clearly shown that for both axial 
positions, the calculations with C\ = 1.6 match the measure
ments almost perfectly. In particular, the most important region 
in which flow return between fuel and air jet occurs is calculated 
extremely precisely. This is also true for the prediction of the 
fuel species that is characterized by the turbulent mixing pro
cess. The results discussed above show that the standard k-e 
turbulence model, with the correction of the parameter Cy in 
the 6-equation, is suitable for the prediction of the flow pattern 
in a multijet, multicomponent diffusion flame system. 

Steady-State Combustion. The steady-state combustion 
process for the turbulent diffusion flame system has been calcu
lated for the purpose of validating the combustion model and 
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Fig. 8 Validation of turbulence model 

in particular, the probability density function used. In addition, 
the calculation serves to obtain a steady-state operating point 
to start the transient calculation for getting the frequency re
sponse of the flame. 

In Fig. 9 the distribution of temperature and the mass fraction 
of the fuel is shown for the entire burner system of burner 1. The 
reaction zone can be clearly detected by the strong temperature 
gradients. As is typical for diffusion flames, the reaction zone 
is displaced on the lean air side. The influence of the radial 
component of velocity at the air exit of the burner on the distri
bution is given by the s-shaped reaction zone. 

To evaluate the quality of the numerical results and to decide 
which pdf (see Eq. (11 -13)) to choose for predicting the heat 
release in Fig. 10, a comparison between measurements [14] 
and three calculations with different pdfs is shown for four 
different axial positions (16 mm (x/r0 = 2), 32 mm (x/r0 = 
4) , 54 mm (x/r0) = 6.8), and 64 mm (x/r0 = 8) downstream 
of the burner exit). The single delta function (Eq. (11)) is not 

mass fraction of full 

Fig. 9 Baffle-plate-stabilized burner: steady-state calculation 
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Fig. 10 Validation of the combustion model 

4 r/r0 

suitable for predicting the temperature distribution correctly. 
Due to the nature of this pdf, the effects of turbulence on the 
mixture fraction / a r e neglected. Consequently, the predicted 
temperatures are too high compared to reality. The maximum 
temperature of 2200 K is almost equal to the adiabatic flame 
temperature of methane. This result shows how important it is 
to consider the interaction between turbulence and combustion, 
especially for gas turbine combustors. 

Near the burner exit, there is no significant difference be
tween the double delta function (Eq. (12)) and the beta function 
(Eq. (13)). This changes further downstream of the burner. 
For some reason, the double delta function tends to underesti
mate the temperature and shows two similar peaks one on the 
lean side and one on the rich side of the flame. These results 
demonstrate that the beta-pdf gives the best results for the im
portant temperature distribution. The calculated temperature 
only overestimates measurements very near to the burner exit. 
This can be explained by the fact that chemical kinetic effects 
are neglected by the mixed is burnt model and by the tempera
ture measurement that seems to have a slight tendency to under
estimate temperature in the very rich zone of the flame. 

The steady-state operation point for the 02-stabilized burner 
has been calculated by the turbulence and combustion model 
as discussed in detail above. The temperature and fuel distribu
tion is shown in Fig. 11. Some modification of the model has 
been introduced due to the fact that three jets (fuel, air, and 
0 2 ) exist. The small pilot flame is also shown in Fig. 11. The 
02-methane flame produces very high temperatures compared 
to the main air-methane flame. As proven by the experiments 
of Priesmeier [6] , this pilot flame has no significant influence 
on the dynamic behavior of the main flame, but instead stabi
lizes the flame at the burner exit. It is important to mention that 
only \ of the entire computational domain is shown in axial 
direction in this figure. Because of the lean configuration, all 
fuel is burnt inside the complete computational domain. 

Transient Flame Modeling. Transient calculations have 
been performed for burner 2 in order to obtain the unit function 
response that can be transferred into frequency space by a La
place Transformation. Therefore, after the converged steady-

$F=0.001 

4F=O.OI 

NjF=0.1 

$F=0.5 

Fig. 11 02-stabilized burner: steady-state calculation 

state solution is obtained, the mass flow rate at the air inlet has 
been increased by 20 percent of the operation point mass flow 
rate. One attempt has also been made to check the linearity of 
the system with 5 percent jump height, but the result, the unit 
function response, shows no significant difference. Thus, it can 
be concluded that linearity of the system exists, at least for a 
jump height up to 20 percent. Figure 12 displays the unit func
tion response h(t) calculated, which is defined as the ratio of 
the heat release to the mass flow jump at the burner inlet (Eq. 
1). For a time of zero, h(t) is zero by definition—if we remem
ber that f̂lame is only the difference between the transient heat 
release and the steady-state heat release of the operation point. 
For times going to infinity, h(t) is again zero, which is due to 
the fact that all methane is burnt inside the computational do
main. The unit function response can be divided into three parts, 
as is shown in Fig. 12. In part 1, the time is in the order of the 
length of the computational domain (2 m) divided by the sound 
velocity, which differs between 350.0 m/s for the unburnt and 
850.0 m/s for the hottest zones of the exhaust gas. In this part 
there is a short period of low amplification (from t = 0 s to t 
= 6 ms). This can be explained by the transportation of the 
disturbance with sound velocity. After this period the combus
tion process is disturbed; this leads to a lower heat release than 
the steady-state heat release. In the third part, the combustion 
process is strongly amplified leading to higher heat release. 
After 0.5 s, the steady-state condition is reached again and the 
flame produces the same heat release as before. Integrating h(t) 
over the time, there is much more heat produced. This can be 
explained by looking at the shape of the flame. After increasing 
the air mass flow, the mixing process is improved resulting in 
a shorter flame than the flame before the jump. This means that 

h(t) [J/kg] 
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Fig. 13 Flame frequency response 

less unburnt methane is stored and the difference must have 
been burnt, thus producing heat. 

The third part is most significant for the dynamic behavior 
of the flame; this can be clearly seen by looking at the frequency 
response shown in Fig. 13 in Bode's diagram. In this figure, 
the experimental results [6] can be compared to the numerical 
calculation of the dynamic behavior. The magnitude of the fre
quency response is normalized by the magnitude for low fre
quencies [6] . The principle behavior of the flame, which is 
characterized by a higher-order time element with a delay time, 
can be described sufficiently accurately. The magnitude of the 
frequency response shows high values up to an angular fre
quency of about 100 1/s. After that, there is only a small de
crease in the magnitude up to an angular frequency of about 
400 1/s, which can be identified as the sharp cutoff. This means 
that, in principle, this turbulent diffusion flame can amplify self-
induced oscillations over a wide angular-frequency range. The 
comparison between the magnitude of the frequency response 
calculated with the measured one shows fairly good agreement. 
Some discrepancies of the phase angle between measurement 
and calculation have to be mentioned. Up to an angular fre
quency of 250 1/s there exists a constant phase shift of -180 
deg between the measurement and the calculation. This is corre
sponding to a sign change in the frequency response, which can 
perhaps be explained by different definitions of the normaliza
tion. In any case, the principal behavior of the phase of the 
frequency response can be predicted perfectly. The flame shows 
the characteristics of a perfect delay time element up to an 
angular frequency of 500 1/s. For higher frequencies, the phase 
angle decreases faster because part 2 of the unit function re
sponse becomes dominant. This behavior has also been mea
sured by Priesmeier [6] , but the significant angular frequency 
is smaller (250 1/s). This can be explained due to the fact 
that kinetic effects are neglected, the flame reacts faster to a 
disturbance near the burner exit than in reality. To summarize, 
for low angular frequencies the dynamic behavior of the turbu
lent diffusion flame can be described almost perfectly with the 
mixed is burnt model used; for higher angular frequencies (cor
responding to the region near the burner exit) the influence of 
chemical kinetics becomes more important. Therefore, future 
work should concentrate on this influence in combination with 
turbulence transport mechanisms, 

Nevertheless, the results are very encouraging. Flame fre
quency responses are the most important factor in investigations 
on self-induced combustion-driven oscillations. The results 
show that the numerical mechanism discussed above is suitable 
for predicting the dynamic behavior of such complex flame 
configurations. In addition, with experimental work, the princi
pal influences of changing burner configurations, combustion 
parameters, etc. can now be discussed much more easily. 

All results were obtained on an HP715 workstation. Almost 
30 percent of computer time was needed to calculate the steady-
state operation point. Having the experience with this model, it 
is now possible to obtain a frequency response of a turbulent 
diffusion flame in less than one month using modern state of 
the art workstation hardware. 

Summary and Conclusion 

A new method has been presented for the numerical predic
tion of the dynamic behavior of flames. Frequency responses 
which describe this behavior are the most important element of 
investigations on self-induced, combustion-driven oscillations. 
Due to a reliable operation of a gas turbine, these oscillations 
must be provided. 

To obtain the frequency response, numerical simulation (us
ing a three-dimensional Navier-Stokes Code) of the steady-state 
operation point is performed, followed by a transient simulation 
of the combustion process following a sudden increase in the 
mass flow rate at the burner inlet. This simulation leads to the 
unit function response that can be transferred into frequency 
space by a Laplace transformation. The method which, in princi
ple, is suitable for both premixed and diffusion flame systems 
has first been adapted for turbulent diffusion flames. 

To evaluate the turbulence and the combustion models and 
to obtain the steady-state operation point, simulations of the 
cold and hot steady-state flow of two different diffusion flame 
systems were initially performed. The results can be summa
rized as follows: 

1. The standard k-t turbulence model is suitable for these 
systems with a well-known correction of the production 
term in the dissipation equation. The complex flow config
uration including the internal flow inside the burner can be 
predicted extremely precisely. 

2. Using the beta-pdf to take into account turbulence effects 
on the combustion process, the important heat release can 
be predicted sufficiently accurately. There is only one re
gion where the temperature is overpredicted, i.e., very near 
to the burner exit. This can be explained using the mixed-
is-burnt model, which neglects chemical kinetics. 

After a sudden jump in the air mass flow rate at the inlet, 
transient numerical simulation generates the unit function re
sponse of the flame. The important characteristics of the dy
namic behavior of the flame can be discussed, as follows: 

1. Up to a delay time of 5 ms only low amplification exists. 
2. After a period in which the combustion process is disturbed 

(less heat is released compared to the steady-state operation 
point) high amplification follows. This amplification starts 
after 0.02 s. 

3. After 0.5 s the steady-state operation point is reached again. 
4. Integrated over time, more heat is released due to the fact 

that the flame is shorter after the jump, leading to less fuel 
stored. The difference must have been burnt during the time 
period. 

The frequency response is obtained by a Laplace Transforma
tion of the unit function response. It can be compared with 
measurements of this diffusion flame system. It can be con
cluded that: 

1. The principal behavior of the flame collaborates well with 
the measurements. 

2. Due to the high values of the frequency response, the possi
bility of amplification of self-induced combustion driven 
oscillations exists. 

3. The phase angle shows the typical trend of an element with 
a delay time. Compared to the measurements the phase 
angle correlates almost perfectly up to a special angular 
frequency. After that the predicted delay time is too small. 
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This can again be explained by the fact that the chemical 
kinetics are neglected. 

Nevertheless, the results show the feasibility of the procedure 
and help to clarify the dynamic flame behavior in much more 
detail. Future work should also concentrate on the influence of 
chemical kinetics on diffusion flames, which are mainly con
trolled by the turbulent mixing process. A second very important 
aspect is the influence of high pressure on the dynamic flame 
behavior that is typical for gas turbine applications. 
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Application of Active 
Combustion Instability Control 
to a Heavy Duty Gas Turbine 
During the prototype shop tests, the Model V84.3A ring combustor gas turbine unex
pectedly exhibited a noticeable ' 'humming'' caused by self-excited flame vibrations 
in the combustion chamber for certain operating conditions. The amplitudes of the 
pressure fluctuations in the combustor were unusually high when compared to the 
previous experience with silo combustor machines. As part of the optimization pro
gram, the humming was investigated and analyzed. To date, combustion instabilities 
in real, complex combustors cannot be predicted analytically during the design phase. 
Therefore, and as a preventive measure against future surprises by ' 'humming'', a 
feedback system was developed which counteracts combustion instabilities by modula
tion of the fuel flow rate with rapid valves (active instability control, AIC). The AIC 
achieved a reduction of combustion-induced pressure amplitudes by 86 percent. The 
combustion instability in the Model V84.3A gas turbine was eliminated by changes 
of the combustor design. Therefore, the AIC is not required for the operation of 
customer gas turbines. 

Introduction 
The Model V84.3A was shop tested and optimized in the 

Berlin test facility (Boehm et al., 1996) as the first of the 
Vx4.3A Series gas turbines (Fig. 1) with a new ring combustor 
design (Becker et al., 1996). The machine unexpectedly exhib
ited self-excited combustion oscillations under certain operating 
conditions in the premixed gas combustion mode. The pressure 
oscillations in the combustion chamber reached several hundred 
mbar, which is an unusually high value that had not been ob
served in silo combustor machines. 

The instabilities were studied and subsequently resolved by 
passive design measures. To allow a quick and flexible response 
to future flame instabilities, an active combustion instability 
control system was developed in parallel with the combustion 
optimization work. This Active Instability Control system is the 
subject of the present paper. 

Self-Excited Combustion Instabilities 
In closed combustion systems, a feedback between the heat 

release rate of the flame and the acoustics in the combustion 
chamber can occur. Fluctuations in the heat release of the com
bustion excite an acoustic pressure field in the combustion 
chamber that, in turn, causes new fluctuations of the heat release 
rate. If the fluctuations of the pressure are nearly in phase with 
those of the energy release rate, i.e., if the Rayleigh criterion 
(Rayleigh 1878) is fulfilled, a self-amplification of the oscilla-

Contributed by the International Gas Turbine Institute and presented at the 
ASME ASIA '97 Congress and Exhibition, September 30-October 2, 1997. 
Manuscript received by the ASME Headquarters July 1997. Paper No. 
97-AA-119. Associate Technical Editor: H. A. Kidd. 

tions occurs. This phenomenon is called self-excited combus
tion instability or self-excited combustion oscillation. 

Combustion instabilities often cause high pressure amplitudes 
and are accompanied by an increased heat transfer to the com
bustion chamber walls which impose high mechanical and ther
mal loads on the system. Combustion oscillations can lead to 
high noise emissions as well as to damage to parts of the ma
chine. Their suppression or elimination, therefore, is an im
portant task in engineering. 

Analysis of Combustion Oscillations in the Model 
V84.3A Gas Turbine 

To be able to resolve the problem in the Model V84.3A gas 
turbine, the phenomenon was investigated experimentally. 

The focus of the investigations was the measurement of the 
dynamic pressure at different locations in the combustion cham
ber along with the simultaneous measurement of the rate of heat 
release in the combustion at these locations. The oscillations of 
heat release were detected by measuring the C2 emission inten
sity at a wavelength of 516.7 nm. The radiation of the C2 radical, 
which is an intermediate product of the combustion, is approxi
mately proportional to the heat release rate. The wavelength 
was filtered from the spectrum of the combustion radiation with 
a band-pass filter and was measured by a photomultiplier. An 
optical fiber was used to observe the flame radiation in the 
combustion chamber. 

The pressure oscillations in the combustion chamber were 
measured by means of piezoelectrical pressure transducers. Spe
cial water-cooled probes were developed for the fiber optics 
and pressure transducers because of the high temperatures and 
pressure in the combustion chamber (up to approximately 
1500°Cand 17 bars). 
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Fig. 1 Gas turbine: Vx4.3A Series 

A frequency analysis of the measured signals showed 217 
Hz and 433 Hz as the dominant frequencies excited in the 
combustion oscillations. Subsequently, several cross-power 
density spectra and transfer functions were calculated, each de
rived from two dynamic pressure signals measured at different 
locations of the combustion chamber. This modal analysis 
showed that the oscillations excite standing sound waves in the 
combustion chamber. 

These standing waves typically consist of alternating regions 
of high and low sound-pressure amplitudes (pressure "anti-
nodes" separated by "nodes") that are related to each other 
by a characteristic difference in phase. In case of the ring com-
bustor, these regions are distributed along its circumferential 
coordinate and will be called azimuthal modes below (Fig. 2) . 

With a mean diameter of the ring combustor of approximately 
d = 2.5 m and a speed of sound of c = 844 m/s (assuming the 
mean temperature in the combustion chamber to be 1500°C) 
the relation 

/« 
•K-d 

yields 215 Hz and 430 Hz for the frequency of the second 
and fourth azimuthal harmonic, respectively, which is in good 
agreement with the measurements. At the frequency of the first 
and third harmonic (108 Hz and 326 Hz) no significant ampli
tudes could be detected. 

Potential Remedies 

To date, it has been impossible to predict self-excited com
bustion oscillations in complex systems, and, thus, to take mea
sures against them while still in the developing stage. If oscilla
tions occur in systems in use, two approaches are available to 
deal with the problem. 

Passive Versus Active Methods. Passive methods use 
changes in the operating parameters (e.g., the equivalence ra
tio), the design, or the geometry of the combustion system 
to hinder the self-excitation mechanism. They may reduce the 
prevailing sound pressure amplitudes to a tolerable level by 
dissipative measures, e.g., by mufflers or baffles (Culick, 1988). 

Active methods, by contrast, use a feedback control loop. A 
quantity that is characteristic for the oscillating combustion is 
measured (e.g., pressure and/or heat release rate in the combus
tion chamber), processed by a controller, and used as the input 
signal for an actuator. This actuator influences the oscillating 
combustion in a way that is exactly counteracting the process 
of self-excitation, i.e., it acts anticyclically on the self-excited 
oscillations. This system is called active instability control 
(AIC). Two excellent reviews on AIC have been given recently 
by Candel (1992) and McManus et al. (1993). 

Gas turbine experience reported by Scalzo, Sharkey, and Em-
merling (1990), Vortmeyer et al. (1996) for coal gasification 
applications, and by Konrad et al. (1996) in an aeroengine show 

2nd harmonic with a frequency of 217 Hz 4th harmonic with a frequency of 433 Hz 
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Fig. 2 Excited azimuthal modes in the combustion chamber 
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the successful application of passive measures, e.g., by changing 
combustor flow patterns as to avoid forced excitation of fluid 
vibrations. 

In the present case, the following passive means were suc
cessfully applied: change of the operating parameters (e.g., pilot 
fuel); use of asymmetry in the fuel and air supply system (e.g., 
different pilot fuel orifices in neighboring burners); and acoustic 
decoupling of the interacting burners which oscillate with a 
characteristic phase shift (e.g., the mutual excitation of neigh
boring burners is reduced by baffels in the fuel supply lines 
connecting them). 

In addition to such passive measures, the system for the active 
control of the combustion oscillations was developed and suc
cessfully implemented in the V84.3A in order to investigate the 
potential of the AIC, in general, and as a preventive measure 
against future instability problems that might occur again when 
greatly changing the operating range of the gas turbine. Since 
the AIC is implemented in the fuel system, the gas turbine itself 
need not be changed. Therefore, it is potentially implemented 
more quickly than design changes in the combustor. 

In general, active measures against combustion oscillations 
influence either the fuel supply or the air/exhaust gas stream 
of the combustion process. When modulating the air or exhaust 
gases, the pressure oscillations caused by the combustion insta
bility are eliminated by inversed sound pressure oscillations 
("antisound"), e.g., induced by a loudspeaker. This method is 
limited to rather small combustion systems (Lang 1987; Poinsot 
1988) because of the large amounts of air or exhaust gas that 
must be modulated in large combustors. This is certainly true 
in case of the V84.3A with a design exhaust mass flow rate of 
445 kg/s. 

Combustion oscillations can also be suppressed by modula
tion of the fuel flow rate, if the rate of fuel reaching the flame 
is kept anticyclical to the oscillations of the heat release rate of 
the flame. The advantage of this technique is that only rather 
moderate volume flow rates must be modulated (Hermann 
1996; Hermann et al., 1996; Hantschk et al., 1996). 

Due to the principle of the AIC, the modulation of either air/ 
exhaust gas or fuel flow rate must take place at the frequency 
of the self-excited combustion oscillations. As these can often 
reach more than 1000 Hz, suitable actuators that meet these 
requirements must be found. 

Selection of the AIC. The AIC system implemented with 
the V84.3A gas turbine works as follows: a pressure transducer 
measures the pressure oscillations in the combustion chamber. 
This signal is used as the input signal for the control unit which 
derives an input signal for the actuator that modulates the fuel 
flow rate. As described above, the resulting flow-rate oscillation 
affects the heat release rate in the combustion zone exactly 
opposite to the oscillation of the heat release rate caused by 
the self-excitation process. Thus, the actuator counteracts the 
combustion oscillations and at the same time those of the related 
quantities, e.g., the pressure. 

To date, AIC had only been successful on a laboratory scale, 
i.e., with combustors of a thermal power of up to 1 MW. Fur
thermore, no experiences existed concerning the special require
ments for an application of the AIC to systems similar to the 
ring combustor under consideration. The following three basic 
problems had to be solved for the operation on a ring combustor 
gas turbine: 

1 In the premixed mode and at base load, the V84.3A uses 
about 9 kg/s of gas. Because of this high mass flow rate 
even a modulation of the fuel flow cannot be accomplished 
with existing actuators at the observed frequencies (217 Hz 
and 433 Hz). In general, possible actuators will be valves 
or magnetostrictive and piezoelectrical devices (Hantschk 
et al , 1996; Hermann et a l , 1996; Hermann, 1996). 

2 In case of the ring combustor machine, several control sys
tems consisting of sensor, controller, and actuator are lo-
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cated in different positions along the circumference of the 
combustion chamber. Because of the azimuthal modes of 
the combustion instabilities, this means that the control de
vices are situated in different regions of the excited acoustic 
field. The prevailing oscillating quantities at these positions 
can strongly differ in their amplitude and phase, depending 
on the excited mode. 

3 High temperature and pressure in the combustion chamber 
and limited accessibility are stringent requirements for the 
probes that can be used to obtain the input signal for the 
controller, i.e., the pressure. 

Implementation of the AIC With the Model V84.3A 
Gas Turbine 

Active Control Through Pilot Flames. In the premixed 
gas mode, each burner of the V84.3 A operates with small addi
tional diffusion flames that contribute approximately 10 percent 
of the total thermal power of the burner. These pilot flames 
stabilize the main premixed flame. Investigations of the dynamic 
behaviour of the combustion in the premixed gas mode showed 
a distinct dependence of the heat release of the main flame on 
the heat release of the smaller pilot flames. 

By modulating the heat released by the pilot flames, e.g., by 
modulating the fuel flow rate, the heat release in the main flame 
can be influenced accordingly. Therefore, the AIC can modulate 
the large flame by controlling a small fraction of the fuel instead 
of the entire gas flow (Fig. 3) . 

A special high-speed valve, the direct drive valve (DDV) 
manufactured by MOOG Germany serves as an actuator for the 
modulation of the pilot gas flow. Due to its special design, the 
DDV can be used with frequencies of up to 400 Hz with a loss 
in amplitude of only about 4 dB. 

Tuning the Pilot Gas System. The success of the AIC 
is strongly dependent on the pressure amplitudes in the pilot 
gas pipes that can be induced with the actuator. Higher pres
sure amplitudes in the pilot gas lines cause higher modulation 
amplitudes of the pilot gas flow into the combustion chamber, 
and, correspondingly, increase the heat release in the flame. 
To obtain high pressure amplitudes in the pilot gas supply 
system, it is of great importance to tune the pipe length acous
tically to the frequency to be controlled, as the acoustics 
play an important role in these pipes with the frequencies in 
question. 

The DDV induces an acoustic pressure field in these pipes. 
The amplitudes that can be obtained in this field depend on the 
resonance behavior of the pilot gas pipe connecting the DDV 
to the burner. This resonant behavior, in turn, is mainly a func
tion of the pipe geometry, especially its length. Since the com
plex pilot gas piping system makes the tuning difficult and also 
causes additional damping, it is useful to install a suitable device 

Fig. 3 Schematic of the AIC applied to the Model V84.3A gas turbine 
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for the acoustic decoupling of those sections of the pilot gas 
system which are located upstream of the actuator (Hantschk 
etal., 1996; Hermann, 1996). 

Retimed Acoustics or Active Control? The attention 
given above to the acoustics of the pilot gas system and the 
observed sensitivity of the main flame to the behavior of the 
pilot flames might lead to the conclusion that the observed 
combustion oscillations are caused by the interaction between 
the pilot gas and the combustion chamber itself, with the pilot 
flames as the coupling elements between acoustics and combus
tion. 

If the pilot gas system and the combustion chamber were 
interacting with each other in the way described above, then 
the ocurrence of self-excited combustion oscillations and the 
characteristics of these would strongly depend on the acous
tics in the pilot gas system. Any change in the acoustic behav
ior of the pilot gas system would most likely cause a signifi
cant change in the behavior of the combustion oscillations 
including their onset or disappearance. This was not ob
served. 

During the prototype tests of Model V84.3A, the pilot gas 
system underwent various changes in the geometry prior and 
during the implementation of the AIC, e.g., different overall 
lengths of the pilot gas tubes were used at different times for 
design reasons, a plenum chamber ("volume" in Fig. 3) for 
the acoustic decoupling was inserted, the valves were inserted, 
and tests with different sizes of valve openings were performed. 
Each of these measures causes a significant change in the acous
tic characteristics of the pilot gas systems. Nevertheless, with 
the AIC turned off, neither of these measures caused any sig
nificant change in the combustion oscillations, which shows that 
these are based on an excitation mechanism that is independent 
on the pilot gas tubes' acoustics. The latter, however, are im
portant for the amplitude of modulation of the pilot gas flow 
as outlined above. 

Use of Symmetry to Reduce Feedback Loops. Each of 
the 24 burners of the V84.3A was equipped with a DDV valve 
for the AIC. Due to the nature of the excited azimuthal modes, 
the actuators are located in different regions of the acoustic 
field where different phases and amplitudes of the combustion 
oscillation must be controlled. To cope with this problem, each 
burner could be supplied with an independent control unit to
gether with the corresponding sensor and actuator. In this case, 
the input signal for a certain DDV valve could be obtained from 
the pressure signal measured at the same location, ensuring 
that the induced modulation of the heat release rate is indeed 
anticyclical to the self-excited heat release oscillation at this 
actual location. This approach would require 24 feedback con
trol loops. 

The number of necessary sensors and control units may be 
reduced by using the symmetry of azimuthal modes. This sym
metry is marked by a characteristic distribution of nodes and 
antinodes, i.e., of regions of high and low amplitudes, as shown 
in Fig. 3. These regions are related to each other by a constant 
phase shift. Therefore, it is possible to use a signal, measured 
at a certain circumferential location of the azimuthal mode (or 
the ring combustor) to calculate not only the actuator input 
signal for this particular location, but also the one for several 
other locations. This can be done by one control unit, and there
fore, not only reduces the number of sensors needed but also 
the number of controllers. 

Figure 4 shows this principle as applied for the AIC of the 
V84.3A, where the second and fourth harmonic exhibited high 
amplitudes. To suppress these modes, one sensor and one con
troller suffice to provide the input signal for four actuators that 
are located 90 deg apart from each other. Depending on the 
mode that is to be suppressed, the input signal for certain actua
tors must be inverted to meet the required phase particular to 
the position of the actuator. In summary, the configuration the 

Ring Combustion 
Chamber 

Fig. 4 Advantageous use of the symmetry of azimuthal modes, here 
shown for the second harmonic. One sensor and one controller provide 
input signals for four actuators. 

AIC for the V84.3A was implemented using six independent 
control loops each consisting of a pressure sensor and a control 
unit as well as 4 valves as actuators, resulting in a total of 24 
actuators. The essential part of the control unit is the signal 
processor that is based on a control algorithm working in the 
frequency domain. 

Choice of the AIC Controller Input-Signal. Various 
sensors and probes were tested for the acquisition of a suit
able input signal for the controller. As a measure for the heat 
release rate in the combustion, the OH radical emission may 
be used as the input signal for the controller. This signal 
requires the observation of the entire combustion zone of one 
burner at all times. This is a very difficult task as only fiber 
optics that have a very limited view angle can access the 
combustion chamber. 

The pressure in the combustion chamber, by contrast, can 
be measured indirectly under favourable circumstances. If the 
location of the measurement is chosen well, a pressure signal 
which is proportional to the pressure in the combustion chamber 
may be measured outside the combustion chamber itself, in a 
location which is more accessible. 

In case of the V84.3A, the pressure was measured with water 
cooled probes at positions close to the burners that are acousti
cally coupled to the combustion chamber through the air supply 
system, but are located outside of the actual combustion cham
ber. These indirect pressure signals were first compared to those 
inside the combustor to ensure that amplitude and phase of the 
signals are sufficiently correlated to yield a suitable controller 
input for the AIC. 

Results and Discussion 

Typical AIC Performance. During prototype shop tests of 
the 170 MW Model V84.3A ring combustor gas turbine, self-
excited combustion oscillations were observed in the premixed-
gas mode at base load. The AIC system described above reduced 
these oscillations at the dominant frequency of 433 Hz by up 
to 17 dB. With the active control turned off, the measured sound 
pressure amplitudes rose to 210 mbar (corresponding to a sound 
pressure level of 177 dB), while they fell as low as 30 mbar 
with the AIC system active. 

Operating Parameters Observed. Figure 5 shows the rele
vant quantities versus time during test operation. Note that these 
measurements were taken at base load with all working conditions 
kept constant, except for the AIC parameters. Also, the mean 
total mass flow rate of the pilot gas is kept constant at all times, 
independently of the modulation of the pilot gas with the AIC. 
The following quantities are presented in Figure 5: the control 
parameters (gain and phase shift between the actuator input signal 
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Fig. 5 Test operation of the AIC at base load 

and the combustor pressure which is the input to the controller); Hz and 433 Hz) of the sound pressure in the combustion chamber, 
the RMS-value of the sound pressure in the combustion chamber "Gain" above denotes a factor by which the DDV driver module 
(average of six pressure transducers); and the maximum amplitude multiplies the output signal of the valve controller. It is therefore 
(among the 6 transducers) for the two dominant harmonics (217 given without units. 
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Discussion of the Results. During the first 32 sec of the 
shown period, the gain is set to zero and the pressure amplitudes 
in the combustion chamber are high due to the combustion 
oscillations. Short intervals of a few seconds with comparatively 
low amplitudes that can be observed do not indicate stable 
operating conditions. Usually small perturbations that are al
ways present in the system cause the immediate recommence
ment of the oscillations. These conditions do not allow a safe, 
steady operation of the machine. 

In the beginning of the tests, the controller parameters are 
adjusted for the frequency of the fourth harmonic at 433 Hz. 
After a first increase of the gain to about 3 with the phase shift 
still at 0 deg, a slight augmentation of the oscillations can be 
observed. With the phase shift adjusted to 150 deg, the oscilla
tions are significantly suppressed. The dependence of the effect 
of the system on the phase shift is apparent. This shows that 
the suppression is the result of real feedback by the control 
loop, and is not caused by arbitrarily disturbing the self-excita
tion process. Increasing the gain to about 17 leads to a further 
reduction of the amplitudes of the combustion oscillations. Sub
sequently the amplification is switched off, which leads to the 
immediate resurgence of strong oscillations. These subside in
stantly after the gain is reset to the previous level. 

Limitations and Further Development. Further investiga
tions of the effects of the AIC showed a dependence of the 
required control parameters (gain and phase shift) on the op
erating conditions of the gas turbine (e.g., power level, pilot 
gas fraction). AIC operating parameters, which result in a clear 
reduction of the oscillations for certain gas turbine operating 
conditions, can cause a significant loss in performance of the 
control system during other gas turbine operating conditions. 
In the worst case, the heat release rate modulation induced by 
the controller can be in phase with the one resulting from the 
self-excitation, which results in a positive feedback and a further 
amplification of the undesired oscillations. Therefore, the con
trol parameters must be adjusted to the operating condition 
quickly. Since the control parameters were set manually, diffi
culties arose when the operating conditions were subject to 
sudden changes. Therefore, an adaptive control algorithm is 
being developed that seeks the optimum settings for gain and 
phase shift. 

The AIC controller used in the present study is only capable 
of controlling oscillations at one frequency. If more than one 
dominant frequency exists, the performance dropped noticeably 
for some operating conditions. Current projects address the de
velopment of an AIC system for the simultaneous suppression 
of multiple frequencies. 

Future investigations must also address the influence of the 
AIC on the emission of pollutants. During the experiments pre
sented above, the individual periods during which the AIC-
System was active were too short to allow sound conclusions 
from measurements of these emissions. 

Summary and Conclusions 

Self-excited combustion instabilities in a ring combustor gas 
turbine were successfully reduced: during the prototype shop 
tests, the 170 MW Model V84.3A heavy duty gas turbine exhib
ited strong self-excited combustion oscillations in the premixed 
gas mode with pressure amplitudes reaching several hundred 
mbar in the ring combustor. The oscillations were eliminated by 
design changes to the combustor and the machine now operates 
without combustion instabilities. 

Despite this success, investigations and tests were carried out 
to develop an active instability control by means of a feedback 

control loop that anticyclically influences the combustion. This 
AIC serves as both a research tool to gain further understanding 
of the mechanisms of combustion instabilities and as an addi
tional option for the control of combustion instabilities in the 
future. 

Due to the geometry of the ring combustor, azimuthal acous
tic modes are excited by the oscillations. These azimuthal modes 
permit the use symmetry in reducing the number of control 
loops. The considerable mass flow rates of air and fuel encoun
tered in gas turbines of this size require the implementation of 
an effective active control by way of the pilot gas system. 

The AIC system implemented achieved a reduction of the 
observed combustion-induced pressure amplitudes by 86 per
cent or 17 dB. Thus, the AIC method was taken beyond the 
laboratory scale and successfully applied to a heavy duty gas 
turbine. However, two further steps of development must be 
taken prior to a successful industrial application: 

1 The AIC control algorithm must be extended to operate with 
multiple simultaneous frequencies. 

2 The suitable control parameters proved to be dependent 
upon the operating conditions of the gas turbine. Therefore, 
further work focusses on the development of a adaptive 
control strategy. 

With these two improvements, the AIC will represent a tech
nically viable, short-term alternative to combustor design 
changes during gas turbine trials and combustor development 
work. 
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Industrial Gas Turbine 
Performance Uprates: Tips, 
Tricks, and Traps 
After industrial gas turbines have been in production for some amount of time, there 
is often an opportunity to improve or uprate the engine's output power, cycle effi
ciency, or both. Typically, the manufacturer would like to provide these uprates 
without compromising the proven reliability and durability of the product. Further, 
the manufacturer would like the development of this uprate to be low cost, low risk, 
and result in an improvement in customer value over that of the original design. This 
paper describes several options available for enhancing the performance of an ex
isting industrial gas turbine engine, and discusses the implications for each option. 
Advantages and disadvantages of each option are given along with considerations 
that should be taken into account in selecting one option over another. Specific 
options discussed include dimensional scaling, improving component efficiencies, 
increasing massflow compressor zero staging, increasing firing temperature (thermal 
uprate), adding a recuperator, increasing cycle pressure ratio, and converting to a 
single shaft design. The implications on output power, cycle efficiency, off-design 
performance engine life or time between overhaul (TBO), engine cost, development 
time and cost, auxiliary requirements, and product support issues are discussed. 
Several examples are provided where these options have been successfully imple
mented in industrial gas turbine engines. 

Introduction 
High on the priority list of every gas turbine manufacturer is 

continuous improvements. Continuous improvements apply to 
every phase of the business process; technologies, products, 
processes, and business relationships. This paper discusses 
product improvements; specifically, those programs that im
prove engine output power and/or efficiency. These engine im
provements are often referred to as engine uprates, but are also 
referred to as product improvements or product improvement 
programs (PIPs). Regardless of what name they go by, these 
programs have always been and will continue to be a major 
part of the gas turbine engine business. 

Most design engineers that have worked on aircraft engine 
designs have probably noticed that aircraft power requirements 
tend to increase with time. This seemed to happen in the aircraft 
design and development phase when the total drag and total 
weight inevitably came out higher than projected and even after 
the aircraft was in production when mission requirements were 
expanded. Even after an aircraft was in service and mature, 
competitive and economic forces always dictated a need for 
more power and improved fuel efficiency while not compromis
ing cost. A similar trend exists with industrial gas turbines. 
Regardless of the power size or application, customers' power 
needs tend to increase with time. Also, every user's need to 
improve profits puts pressure on industrial gas turbine suppliers 
to reduce fuel consumption and improve cost per unit of power, 
both on first cost and life cycle cost basis. This paper describes 
several methods for improving the performance of a mature 
industrial gas turbine engines. Both the advantages and disad
vantages are discussed along with general comments on relative 
risks and impact on costs. 

For comparison purposes, a fictional industrial gas turbine 
engine, which will be called the base engine, is described, and 
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used as a basis for comparison between the different uprate 
methods. This will allow the performance improvements to be 
quantified and the different methods to be compared. Quantita
tively, these improvements cannot be translated directly to other 
engines, but their trends in performance improvements, cost 
impacts, and risk should apply to most of todays industrial 
engines. 

The incentive behind most gas turbine uprates is to be able 
to offer more value to the end users of the gas turbine. In 
evaluating a performance uprate to an engine with an established 
reputation, customers will first want to know how engine dura
bility will be affected. In most cases, customers are not willing 
to accept noticeable reductions in either reliability, availability, 
or maintainability (RAM). Therefore, uprates that are perceived 
as putting established durability at risk will be more difficult to 
get accepted in the market place. This is why maintaining or 
improving existing durability is a key goal in all uprate pro
grams. 

Base Engine 

To help make the discussion more meaningful, a fictional 
engine will be defined that will be called the base engine. We 
will assume that this engine is a mature product that was de
signed about 15 years ago with a good durability record and a 
good initial cost basis. As with most engines of this type, it can 
be assumed that it does not have state-of-the-art component or 
cycle efficiencies and that it does not take advantage of the 
most recent materials and manufacturing developments. A sche
matic of this base engine is shown in Fig. 1. The main cycle 
parameters for this base engine are listed in Table 1. 

With this base engine defined, the various options available 
to provide uprates can now be evaluated. 

Dimensional Scaling 

One popular method of expanding a product line is dimen
sional scaling, which has been used successfully by several 
engine manufacturers. The goal of dimensional scaling is to get 
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Fig. 1 Schematic of fictional base engine 

a different size engine, usually larger (but can be smaller), that 
requires minimal development and retains the proven durability 
of the existing design. In its simplest form, dimensional scaling 
means that all the linear dimensions of an existing design are 
scaled (usually up) by a constant factor. The general rules of 
scaling are shown in Table 2. 

When these rules of scaling are followed, most of the original 
aerodynamics and most of the original mechanical safety mar
gins are not changed. This means that the original aerodynamic 
values of Mach numbers, velocity triangles, gas temperatures, 
and gas pressures are maintained in the new design. It also 
means that the original stress margins and the percent vibration 
and critical speed margins are maintained. 

It would be nice if scaling would be as simple as adding a 
multiplier to all of the dimensions of the drawings, but it is not 
that simple. One important area of the design that does not scale 
is heat transfer characteristics, especially in the turbine cooling 
system. This area always has to be re-analyzed and usually 
requires some design modifications. However, these modifica
tions can usually be limited to slight changes in the cooling 
flow percentages and small to moderate changes to the airfoil 
cooling passages. 

The combustion system may also require some modifications. 
The scaled combustor case and combustor liner will usually 
work fine, but the amount and size of the liner dilution holes 
may require further modifications if the radial temperature pro
file entering the first stage turbine blade is to be maintained. In 
order to maintain or improve the original combustor exit pattern 
factor, the design and number of fuel injectors may also need 
to be changed. Scaling up a dry low NOx (DLN) combustor 
could require a significant amount of redesign. 

Any area of the design that uses standard hardware such as 
fasteners, tubing, connectors, etc. will usually need to be modi
fied to accommodate available standard parts that are close to 
the scaled sizes. 

From the rules of scaling, one would expect the power to be 
changed by the square of the scale factor and the cycle efficiency 
to remain unchanged. In practice, however, there are size-af
fected dimensions that will have small effects on performance. 
Mechanical tolerances and surface finishes usually do not scale. 
Mechanical tolerances can usually be improved as a design is 
scaled up, and airfoil surface finishes can usually be kept the 
same as airfoils are scaled up. Tip clearances and seal clearances 
may or may not scale depending on what mechanism sets the 
minimum values. Also, airfoil leading and trailing edge thick-

Table 1 Main cycle parameters for base engine 

Cycle Parameter Value 

Compressor Airflow (o) 50.0 lb/sec (22.7 kg/sec) 
Compressor Pressure Ratio (P/P) 10:1 
Compressor Efficiency (r\c) 85% 
Gas Producer Speed (Na/P) 13,500 RPM 
Turbine Rotor Inlet Temp. (TRIT) 1900°F (1038°C) 
Gas Producer Turbine Efficiency (r)0/P) 88% 
Power Turbine Efficiency (r\PrT) 89% 
Power Turbine Speed (NP/T) 13,000 RPM 
Cycle Efficiency (r|cy) 31.5% 
Shaft Output Power (Hp,) 7800 HP (5816 Kw) 
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Table 2 Rules of scaling 

1. Linear dimensions scale directly with the scale factor. 
2. Rotor speeds scale inversely with the scale factor. 
3. Flows scale with the square of the scale factor. 
4. Power scales with the square of the scale factor. 
5. Weight and volume scale with the cube of the scale factor. 

nesses usually have a minimum value in order to maintain ade
quate material properties. When airfoils are scaled up there is 
often a chance to reduce leading and trailing edges as a percent
age of chord, thus improving airfoil efficiencies. Just the oppo
site happens when airfoils are scaled down. Often, the scaled-
down leading and trailing edge values are too small to maintain 
adequate material properties during casting or they become very 
expensive to manufacture and must be increased. This usually 
results in a slight performance penalty. 

This leads to one of the subtle traps of dimensional scaling. 
It is nearly impossible to complete a scaled design without 
finding things in the design that can be improved. Many of 
these changes are legitimate and some are "must do," but the 
design team must be careful not to take on so many design 
improvements that they lose the proven integrity of the original 
design, and, at the same time, exceed their design and develop
ment schedule and budget. 

If we were to apply a 1.5 scale factor to our base engine we 
would expect to get an engine that is 50 percent longer with 50 
percent larger diameters that would have performance of 17,550 
Hp (13,087 Kw) and 31.5 percent cycle efficiency, as shown 
in Table 3. 

If we make some allowances for size effects (reduced tip 
clearances, constant surface finish, and reduced leakages 
through improved tolerances) on performance, we should be 
able to produce around 17,900 Hp (13,348 Kw) at a cycle 
efficiency of 32.0 percent. 

Figure 2 shows an isometric view of a 1.5X scaled airfoil 
and Fig. 3 shows a schematic view of the original engine and 
a 1.5X scale of that schematic. These figures are included to 
point out that the volume of a part like the volume of an engine 
increases by the cube of the linear scaling factor. 

One additional factor that does not scale is the manufacturer's 
recurring engine cost. This cost is a difficult factor to predict 
and each project will have to be evaluated independently. It 
stands to reason, however, that by scaling an engine up, the 
cost per unit of power (dollars per horsepower) should decrease. 
Figure 4 can be used to understand the trends in engine cost as 
a given design is scaled up or down. This figure indicates that 
for a given design (i.e., fixed complexity and technology level), 
the cost per unit of power decreases as the engine gets larger. 
The rate at which cost decreases will depend on the technology 
level or complexity of the design. Figure 4 also helps explain 
why we see the most advanced technologies in the largest en
gines. When new but expensive technologies become available, 
it is usually more cost effective to apply these technologies in 
the larger engines first. 

Component Efficiency Improvements 
As analytical tools, design methods, and manufacturing pro

cesses advance, it is often possible to improve the efficiency of 

Table 3 Approximate performance for a 1.5x base engine 

Original 1.SX Scale (Direct) 1.SX Scale (Improved) 

Output Power 7800 Hp (5816 Kw) 17,550 Hp (13,087 Kw) 17,900 Hp(13,348Kw) 

Cycle EfT. 31.5% 31.5% 32.0% 

Airflow 50.0 lb/sec 
(22.7 Kg/sec) 

112.5 lb/sec 
(51.0 Kg/sec) 

113.0 lb/sec 
(51.3 Kg/sec) 
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Fig. 2 Comparison of a base airfoil and a 1.5x scaled airfoil 

one or more components of a mature design. Referring back to 
our base engine, we can examine the results of various compo
nent improvements. If we assume a 1.0 percent efficiency im
provement in the compressor, the gas producer turbine, and the 
power turbine, we can generate the values shown in Table 4. 
This table gives the performance improvements of our base 
engine if these improvements were made individually and if 
they were made concurrently. 

For these methods of increasing performance to be attractive, 
the components in the existing design must first of all have 
room to be improved. Also, the cost of these improvements 
must be justified by the performance gains. If, for example, a 
completely new compressor must be designed and developed 
just to pick up one point in efficiency, this effort would be hard 
to justify. On the other hand, if one point in compressor effi
ciency could be gained just by reducing tip clearances and seal 
leakages, this might be easy to justify. 

A good example of the latter is what Solar Turbines Incorpo
rated did with their latest Taurus™ 60 uprate (Van Leuven, 
1994). This engine was uprated from the T6500 model to the 
T7000 model with a power increase of 7.1 percent from 6500 
Hp (4847 Kw) to 6960 Hp (5190 Kw) and with a 3.1 percent 
reduction in heatrate. This was accomplished primarily by tip 
clearance reductions in the compressor and turbine sections 
plus about a 3.4 percent increase in flow obtained by slightly 
untwisting the first compressor blade. This uprate was success
ful because it provided improved performance while main
taining the proven durability of the engine. The recurring cost 
was kept low because minimal changes were made to only a 
few parts. The durability of the product was maintained because 
there was no change in firing temperature and other operating 
conditions remained essentially the same. 

Increased Airflow 
If the airflow of an engine can be increased without a signifi

cant falloff in component efficiencies, the power of the engine 
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Fig. 4 Engine recurring cost trends 

will increase, and the engine's durability can usually be main
tained. This is usually done by increasing the flowpath height 
in the first few compressor stages. This may also be accom
plished by other means such as redesigning the first stage air
foils, untwisting the compressor first stage blades, setting the 
first stage blades at an increased broach angle, and sometimes by 
simply opening up the compressor's inlet guide vanes (IGV's). 
These procedures are sometimes referred to as high flowing a 
compressor. 

These types of uprates are usually limited to under 10 percent 
flow increases. These uprates are usually successful because 
minimal amounts of parts are changed and the core part of the 
engine operates at conditions very near to those of the original 
engine. There are some conditions, however, that can restrict 
the use of this uprating method. 

First of all, the compressor must have adequate surge margin 
to accommodate the increased pressure ratio that occurs with 
the increased airflow. If the gas producer turbine remains un
changed and the firing temperature is kept the same, then the 
engine pressure ratio will increase proportional to the airflow 
increase. This could reduce the surge margin of the compressor 
to an unacceptable level. Other results of the increased pressure 
ratio are increased loads on the thrust bearings and a slightly 
higher cooling air temperature. 

Another often overlooked effect of this high-flowing method 
of uprating engines is the impact on performance at high ambi
ent temperatures. Usually the front end of a compressor can be 
redesigned to provide the additional flow without a major loss 
in compressor efficiency at design point but not at all off-design 
points. A typical compressor map is shown in Fig. 5. With this 
type of map, it is easy to see that we would expect compressor 
efficiencies to increase slightly as we move down the operating 
line. The compressor map shown in Fig. 6 shows what tends 
to happen when the front end of a compressor is redesigned for 
increased airflow, but the remaining stages are not redesigned 
and must operate off-design. With this type of compressor map, 
efficiency actually drops slightly as we move down the op
erating line. Figure 7 shows how the compressor efficiency 

Table 4 Base engine improvements with component efficiency im
provements 

-_-dL 

Fig. 3 Relative comparison of the base engine and a 1.5x scaled-up 
version 

Component Eff. Improvement Power Increase Cycle Eff. 
Incrse. 

Compressor Eff. 1.0% Point +1.4%, 113Hp(84Kw) 0.31 points (1.0%) 

O/P Turbine Eff. 1.0% Point +l.l%,84Hp(63Kw) 0.34 points (1.1%) 

Power Turbine Eff. 1.0% Point +l.l%,88Hp(66Kw) 0.35 points (1.1%) 

All Three Improvements Combined +3.6%,285Hp(213Kw) 1.00 points (3.2%) 
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curves of a typical compressor and a high-flowed compressor 
tend to compare. What this means is that uprated engines with 
a high-flowed compressor may not produce the same percentage 
improvement in engine performance at 122°F (50°C) ambients 
as they do at 59CF (15°C) ambients. Solar Turbines Incorporated 
has been successful in recovering most of the extra falloff in 
high ambient performance by using a variable guide vane con
trol system. This control system keeps the gas producer speed 
up near 100 percent mechanical speed at ambients above 59°F 
(15°C). 

A high-flowed compressor will also have an effect on the 
turbine section. The flow rate entering the gas producer turbine 
will go up, but the pressure will go up by the same proportion. 
Since the firing temperature remains unchanged, the Mach num
ber entering this turbine will be essentially unchanged. Almost 
all of the increased pressure ratio available for the full turbine 
section will be required by the gas producer turbine to provide 
the extra power required to drive the higher pressure ratio com
pressor. The results is that this turbine will operate at a slightly 
higher pressure ratio but should not experience a large drop-off 
in efficiency at its new operating conditions. 

The power turbine will see the increased flow at almost its 
original pressure levels since the gas producer turbine requires 
most of the cycle's increased pressure ratio. Also, since the 
firing temperature of the engine stays the same, the temperature 
entering the power turbine will only be slightly reduced due to 
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the increased pressure drop through the gas producer turbine. 
As a result, the Mach numbers throughout the power turbine 
will increase, and the power turbine efficiency levels will usu
ally drop off more than for the gas producer turbine. Increased 
losses may also be experienced in the exhaust diffuser and 
collector section due to the increased velocities. 

Anytime the pressure ratio of an engine is increased without 
increasing the firing temperature, the temperature of the exhaust 
gas will be reduced. In this uprate option, the engine exhaust 
conditions will change to reflect the increased airflow, but at a 
slightly reduced temperature. 

In evaluating this high-flowed concept for a performance 
uprate, the design team must decide how much additional air
flow can be designed for before the component losses reach the 
point where the uprate does not make sense. 

Looking at a possible high-flowed compressor uprate for our 
base engine, we might try to increase the airflow by 5.0 percent 
by redesigning the first two compressor stages with a slightly 
opened-up flowpath. We should be able to hold the design point 
efficiency of the compressor but we could loose 0.1 percent 
efficiency in the gas producer turbine and 0.5 percent in the 
power turbine. With these assumptions, our base engine perfor
mance should increase by 340 Hp (254 Kw)/(4.4 percent) with 
a slight improvement in heatrate (0.5 percent). The exhaust gas 
temperature would be decreased by 11°F (5°C). 

This is the uprate method that was selected by Solar Turbines 
Incorporation for the latest Mars™ 90 and Mars 100 uprates. 
In this case, the first two compressor airfoil stages and the IGV 
were redesigned for a slightly more open flowpath, and no other 
parts in the engine were changed. For the Mars 100 engine, the 
T14000 model was uprated to the T15000 model. This resulted 
in almost 9 percent more flow and a performance increase of 
900 Hp (671 Kw)/(6.4 percent) and a heatrate improvement 
of 1.5 percent. The compressor efficiency in the uprated engine 
actually increased by 0.6 percentage points as a result of using 
more modern aerodynamic design tools. The overall turbine 
efficiency dropped by 0.25 points, and the compressor pressure 
ratio increased from 16:1 to 17.4:1. This engine did not get the 
same percentage improvement at the high ambient conditions 
as it did at 59°F (15°C), but by incorporating compressor vari
able guide vane controls, the engine achieved a power gain of 
5.0 percent at 122°F (50°C) ambients. 

Zero Staging 

The process of adding an axial compressor stage in front of 
an existing compressor has commonly been referred to as zero 
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staging. To avoid having to rename many existing parts and 
changing even more drawings, this new stage has usually been 
called stage zero or the zero stage. 

The main principal behind this type of uprate is to try to 
increase the output of an existing engine with few or no changes 
to the center core of the engine. The center core is almost always 
the most expensive, the most development intensive, and the 
most durability limiting section of a turbine engine. The aircraft 
engine industry has used this basic principle very successfully 
by using a well proven, high pressure core and matching it with 
several different size fans and low pressure turbines. 

By the use of zero staging, the performance of an engine can 
usually be increased with minor or no changes to the existing 
compressor, the combustor, and the gas producer turbine. This 
is usually done by adding a single axial stage in front of the 
compressor, and opening up or completely redesigning the 
power turbine. This approach results in an engine program that 
needs to develop a single axial compressor stage and a new or 
modified power turbine. Both of these tasks are usually fairly 
predictable and relatively low risk. When these new components 
are applied to the existing engine, the results can be a new 
engine that has a large number of parts in common with the 
original engine and a percentage cost increase that is much less 
than the percentage increase in power. 

The durability of the new engine can usually be maintained 
close to that of the engine being uprated. This is done primarily 
by keeping the firing temperature unchanged. Even though the 
pressure levels in the high pressure area of the engine will be 
increased and thrust loads will go up, the Mach numbers will 
stay about the same and the temperature levels in the high 
pressure turbine area will stay about the same. This helps main
tain the proven durability of the original design because the 
high-pressure and high-temperature sections of the engine (the 
engine core) are relatively unchanged, and this is the most 
durability sensitive section of the engine. 

When adding a zero stage to an existing compressor, it would 
be ideal if the mechanical speed of the gas producer shaft could 
be increased so that the corrected speed (RPM/VTemp) at the 
inlet to what was originally the first stage remained unchanged. 
This would keep all the velocity triangles and corrected condi
tions throughout the compressor unchanged. This would require 
that the original design have a 3 to 4 percent speed margin in 
the gas producer spool. This usually is not available unless the 
original design took into account the need for a zero stage uprate 
at some future date. Even if no increase in mechanical speed 
is possible, a zero stage design should be able to increase the 
compressor's airflow by about 20 percent without a significant 
falloff in compressor design point efficiency. 

When a zero stage is applied to an existing engine, the origi
nal components react in the same manner as they do with the 
high-flow option described above, but to an even greater extent. 
With the original compressor stages running at the original 
mechanical speed but with the increased flow, they will be 
running off-design, and some drop in compressor efficiency 
should be expected. 

Before a zero staged design can be released to the field, 
several issues resulting from the increased airflow must be ad
dressed. These include increased thrust loads, increased cooling 
air temperature, increased power falloff at high ambient temper
atures, reduced exhaust temperatures, and increased inlet filtra
tion and exhaust silencing requirements. 

With the gas producer turbine unchanged and the same firing 
temperature, the cycle pressure ratio will increase in proportion 
to the airflow. This means that the combustor will operate at a 
higher pressure, but the Mach numbers will be about the same. 
The combustor may work in the new engine cycle with only 
modifications to the fuel injectors. DLN (Dry-Low-NOx) com-
bustors, however, will probably require further modifications. 

The aerodynamic conditions entering the gas producer turbine 
will be about the same as in the original engine but with an 
increased pressure ratio across the turbine. With this increased 
loading in the gas producer turbine section, the efficiency will 
probably decrease somewhat but not drastically. The power 
turbine, however, will be heavily impacted. The velocities 
throughout the power turbine will increase, and the velocities 
entering the diffuser/collector section will increase almost in 
proportion to the flow increase. It is unrealistic to expect the 
efficiency of the power turbine not to fall off. 

When an engine is uprated by zero staging, the power turbine 
will usually have to be redesigned. At least the flowpath annulus 
area needs to be increased to get low loss velocities through 
the turbine and the diffuser/collector section. In some cases an 
additional turbine stage may need to be added and the shaft 
speed reduced in order to get reasonable power turbine efficien
cies. The reduced output shaft speed may actually help since 
driven equipment at a higher power range usually wants to run 
a bit slower. 

To see what a zero staged uprate option could do for our 
base engine, we can assume that the zero stage will increase 
airflow by 20 percent, but must run at the original mechanical 
speed. Under these conditions, the compressor efficiency may 
drop by 1.0 percent. The gas producer turbine will also drop in 
efficiency, but only about 0.3 percent. We will assume that the 
power turbine can be redesigned and opened up so that the total-
to-static efficiency of the power turbine and diffuser/collector 
system will not change. If these assumptions can be met, we 
should have an uprated engine with a 1350 Hp (1007 Kw)/ 
(+17.3 percent) increase in power with a little over 2.0 percent 
improved heat rate. The exhaust conditions would have 20 per
cent more massflow but the gas temperature would be reduced 
by 50°F(28°C). 

The Taurus 60 product was created at Solar by zero staging 
the Centaur™ 50 engine. In addition to the zero-staged com
pressor, the only other major modification to the Centaur 50 
engine was a new power turbine. A lower speed, two-stage 
power turbine was designed for the two-shaft Taurus 60 and a 
single, more open, third turbine stage was designed for the 
single-shaft version. The last eleven compressor stages, the 
combustor section, and the gas producer turbine are all identical 
on these two engines. 

The zero-staged compressor provided an increase in airflow 
of approximately 17 percent. This increased airflow and the 
corresponding cycle pressure ratio increase from 9.5:1 to 11:1 
combined with a more efficient power turbine to produce a 
power increase of 1000 Hp (746 Kw)/( + 18.2 percent) and a 
heatrate reduction of 5.3 percent. 

By keeping the firing temperature of these two engines the 
same, it was felt that the durability of the zero-staged Taurus 
60 engine would be as good as it was on the developed Centaur 
50 engine and this turned out to be true. 

Increased Firing Temperature 

Probably the most common way of uprating gas turbine en
gines is by increasing the firing temperature (thermal uprate). 
The main attraction of this method is that the increased perfor
mance usually comes with no change in external dimensions. 
This makes the uprate very attractive for retrofitting into existing 
installations. 

From a manufacturer's point of view, this can be one of the 
more difficult uprates to develop. In many cases a manufacturer 
will introduce a new engine at a derated firing temperature to 
build up field experience to identify any weak areas in the hot 
section. After the engine has enough field experience to identify 
any weakness in the hot section design and these weaknesses, 
if any, have been corrected, it is then easy to increase the firing 
temperature to the original design level. This should not be 
considered a true thermal uprate. 
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In other cases, the firing temperature of an existing engine 
may be increased by upgrading the material of the life-limiting 
part or parts of the hot section. For example, if the first stage 
turbine blade is the life-limiting part of an existing design, it 
maybe possible to change from a normally cast material to a 
single crystal alloy, and then allow a higher firing temperature. 
These types of uprates can usually be done with low risk to the 
durability of the engine as long as temperature increase is small 
and the other hot section parts have adequate life margins. 

For a substantial increase in firing temperature of a mature 
engine, the gas producer turbine and its airfoil cooling system 
usually have to be redesigned. This type of uprate usually carries 
extra cost, risk, and development time. In most cases, the turbine 
aerodynamics have to be redesigned, additional airfoil rows 
require cooling, the airfoil cooling schemes have to be rede
signed, materials often have to be upgraded, the gas producer 
turbine flowpath may have to be changed, plus the power turbine 
has to be modified or even redesigned. 

As an example, we could look at what would be involved in 
doing a thermal uprate for our base engine. For this example 
we will assume that we want to increase the turbine rotor inlet 
temperature (TRIT) from 1900°F (1038°C) to 2100°F 
(1149°C). To retain the engine retrofitable option we will as
sume that we want to keep the engine outside dimension un
changed. With this amount of change in TRIT, the gas producer 
turbine and power turbine will need to be redesigned. In addition 
to cooling the first turbine nozzle and rotor, the second turbine 
nozzle will now have to be cooled. The combustor case can 
probably be saved, but the combustor liner will have to be 
redesigned or at least modified. 

With new state-of-the-art design tools, we should be able to 
improve the aerodynamics of the turbine section. In the gas 
producer turbine section, however, the increased amount of 
cooling air will hurt efficiency so we will probably end up with 
no gain in gas producer turbine efficiency. Similarly, with the 
power turbine we should be able to improve the total-to-total 
efficiency at optimum speed, but most likely the optimum aero
dynamic speed will be beyond the maximum mechanical speed 
for this single-stage power turbine. Figure 8 shows an extreme 
case of what can happen to the efficiency of a single-stage 
power turbine due to a thermal uprate. We could solve the 
problem by going to a two-stage power turbine, but this would 
need to run slower and would probably change the engine's 
outside dimensions, both of which would impact our retrofitable 
options. Also, with the higher firing temperature, the velocities 
leaving the power turbine will probably be increased, which 
will go against the total-to-static efficiency of the power turbine 
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and diffuser/collector system. For this example, we will assume 
that we end up with the same total-to-static efficiency for the 
power turbine and diffuser/collector system. Making some rea
sonable assumptions for the amount of additional cooling air 
required we could expect this thermal uprate option to produce 
performance improvement of 1100 HP (820 Kw)/(14.1 per
cent) with a reduction in heatrate of about 2.0 percent plus an 
increase in exhaust gas temperature of about 85°F (29°C) to 
aid in heat recovery applications. 

Thermal uprates in one form or another have been applied 
to almost all of Solar Turbines mature engine products. Over 
the years, probably the most aggressive thermal uprate program 
at Solar was in uprating the Centaur 40 engine to the Centaur 
50 model (Padgett, 1985). In this program, the compressor 
sections remained relatively unchanged but the combustion and 
turbine sections were redesigned to allow the TRIT to be raised 
from 1660°F (904°C) to 1850T (1010°C). This major redesign 
job of the combustion and turbine sections required new materi
als, the addition of a cooled first-stage turbine blade row, and 
a much more complicated secondary cooling system. The payoff 
for this effort, however, was a new Centaur 50 engine at almost 
exactly the same size as the Centaur 40 engine, but with im
proved power output of almost 1000 Hr (746 Kw)/(21 percent) 
and a 3.9 percent reduction in heatrate with a 120°F (49°C) 
increase in exhaust gas temperature. 

Adding a Recuperator 

Some engines lend themselves to being fitted with a recupera
tor to increase cycle efficiency. For this to work, the turbine 
exhaust temperature must be higher than the compressor exit 
temperature since the recuperator uses the turbine exhaust to 
pre-heat the compressor exit air before it enters the combustor. 
In very high-pressure ratio engines, this might not be the case. 

If the cycle conditions allow a recuperator to be added, the 
compressor section and the turbine section can usually be used 
as is. The major changes happen in the middle of the engine. 
A collector must be added at the compressor exit, a recuperator 
must be designed, and piping must be added to get the air 
from the compressor collector to the recuperator and from the 
recuperator back to the combustor. The combustor will usually 
have to be modified or redesigned since the temperature entering 
the combustion section will be hotter than in the original design. 
The turbine exhaust system will have to be redesigned to best 
transport the turbine exhaust gas to the recuperator face and 
provide a near-uniform profile. One system redesign that is 
often overlooked when considering adding a recuperator is the 
secondary flow system. With a recuperator, cooling air can no 
longer be drawn from the plenum outside the combustor liner 
without redesigning the cooling system to operate with higher 
flows and higher temperature cooling air. In most cases it will 
be easier to route compressor discharge air around the recupera
tor and combustor through external pipes. 

Most simple-cycle engines operate at a pressure ratio that is 
too high for an optimum recuperator cycle. While many engines 
can have improved cycle efficiency when a recuperator is added, 
the efficiency level will usually be far less than the 40 percent 
+ level that is possible with an optimum recuperator cycle 
design. 

Because the recuperator adds pressure losses to the cycle, 
a simple-cycle engine usually sacrifices some power when a 
recuperator is added due to the lower pressure ratio available 
for the turbine section. 

The base engine has a turbine exit temperature that is about 
320°F (160°C) higher than the compressor exit temperature, so 
a recuperator should improve the efficiency of this cycle. A 90 
percent effective recuperator can be assumed with 2 percent 
pressure loss on the air side and 4 percent on the gas side. To 
this, 1 percent loss should be added for piping to and from the 
recuperator. With these assumptions, the new engine would lose 
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620 Hp (462 Kw)/(7.9 percent) but the engines cycle efficiency 
would increase from 31.5 percent to 36.8 percent. 

Solar has used this uprate option on versions of the Saturn 
and Centaur engines. On the Centaur engine, the T3000R ver
sion has a recuperator and it gets 14 percent better heatrate than 
the simple cycle version but it has 11 percent less power. 

Increased Cycle Pressure Ratio 

If improved cycle efficiency is needed, adding stages to the 
back end of the compressor may be considered. An increased 
cycle pressure ratio is one of the best ways to improve the cycle 
efficiency of a simple cycle engine. Aerodynamically, adding 
additional stages to the back end of an existing multiple-stage 
axial compressor is not usually a large risk. As rear stages are 
added, the flowpath annulus area must decrease leading to 
smaller airfoil heights. This may cause a compressor efficiency 
problem if the new airfoil heights get too small to maintain 
adequate tip clearances. 

The engine changes required to increase the cycle pressure 
ratio by this method can be considerable. When stages are added 
to the aft end of compressor of an existing engine, the following 
changes are usually required: (a) the compressor shaft gets 
longer and may cause shaft dynamic problems; (b) the veloci
ties in the combustor will be reduced due to the higher operating 
pressures requiring a new or modified combustor; and (c) the 
gas producer turbine will have to be redesigned or extensively 
modified to accommodate the higher pressure. 

We could consider adding three stages to the aft end of our 
base engine. For this example we will assume that the compres
sor pressure ratio will increase from 10:1 to 14:1 and that by 
redesigning the gas producer turbine all our component effi
ciencies stay the same. If we also assume that we can keep the 
cooling flow amounts the same, then we should end up with an 
engine with 7683 Hp (5729 Kw)/(a drop of 1.5 percent) but 
with an increase in cycle efficiency from 31.5 percent to 33.8 
percent. This means that if we can live with the 1.5 percent 
drop in maximum power, our heat rate or specific fuel consump
tion will be reduced by 6.8 percent. 

Solar has never used this uprate option except in combination 
with some other option because of the large amount of engine 
parts that must be changed. Not only does this get expensive, 
but any proven durability is usually lost. 

Conversion to Single Shaft 

While not normally done to improve power or heat rate, 
converting a two-shaft engine to a single-shaft design could be 
considered an uprate for some applications. 

When this is done, it might also be possible to convert to a 
cold-end-drive arrangement and eliminate the engine exhaust 
collector. This can be attractive for generator drives because it 
simplifies the engine controls and the overall system package. 

An ideal engine for this type of conversion would have a one 
or two-stage gas producer turbine and a single-stage power 
turbine capable of running at or above the speed of the gas 
producer. If these conditions are met, it should be relatively 
easy to lock the power turbine rotor to the gas producer rotor, 
take the power out through the front of the engine, and design 
a straight out turbine diffuser without a collector. The perfor
mance of the new single-shaft engine, in this case, should be 1 
percent to 2 percent better than the original two-shaft engine 
due to the reduced diffuser/collector losses. 

Converting a two-shaft design to a single-shaft design be
comes more difficult with an engine that has a high-speed, 
high-flow gas producer section. With this type of gas producer 
section, it is usually not possible to design the last turbine stage 
rotor with enough annulus area to get decent efficiency from that 
stage and reasonable recovery in the turbine diffuser section. For 
a high efficiency level in the last turbine stage and minimal 

total pressure loss in the turbine diffuser section, the axial Mach 
number leaving the turbine should be in the 0.3 to 0.4 range. 
With a high-speed, high-flow gas producer section, mechanical 
limits on the last row of turbine blades restrict the amount of 
turbine exit area that can be designed for. In some cases, a 
mechanically sound design could result in turbine exit Mach 
numbers of 0.7 and higher. Even though the last turbine stage 
can be designed for these conditions and a longer turbine dif
fuser can increase the amount of velocity head recovery, the 
resulting turbine/diffuser section will probably not perform as 
well as the original turbine/diffuser/collector section on the 
two-shaft engine. When this happens, the amount of perfor
mance loss associated with converting from a two-shaft to a 
single-shaft design could make the project unattractive. 

For our base engine, a conversion to a single-shaft arrangement 
should be an attractive option. With the power turbine already 
running at 96 percent of the gas producer speed, it should only 
require minor design modifications to allow it to be attached 
directly to the gas producer turbine. Assuming that the shafting 
and compressor section can take the additional torque of a cold-
end-drive arrangement, the turbine exhaust collector can be re
moved and the engine performance should be about 1 percent 
better than that of the originating two-shaft design. 

Complex Cycle Uprates 
As the industrial gas turbine suppliers start producing com

plex cycle engines, the question of how to best provide uprated 
versions will need to be addressed. There does not seem to be 
enough experience in the industry yet to definitely answer this 
question. Most recuperated engines in the industrial field are 
being designed with little or no temperature margin in the high 
pressure turbine section or in the recuperator section. In these 
cases, a thermal uprate of the gas producer turbine section would 
require that additional temperature capability be added to the 
recuperator section or that the compressor pressure ratio be 
increased in order to keep the temperature entering the gas side 
of the recuperator at an acceptable level (Ragland, 1995). This 
in turn could require that additional pressure capability be added 
to the recuperator. 

As these complex cycle engines become more popular, the 
industry will be challenged to come up with uprate options that 
help add value to the product. Variations of the popular uprate 
options for simple-cycle engines will probably emerge. For in
stance, the high-pressure section of a recuperated engine might 
be used as the core section for an intercooled and recuperated 
(ICR) engine. 

Comparison of Options 
What an uprate program is trying to accomplish and the charac

teristics of the particular engine being uprated will be the primary 
factors in deciding what uprate method to choose. There is no 

Table 5 Base engine performance improvements from different uprate 
options 

Uprate Option Output Power Cycle Efficiency 

Base Engine 7800 Hp (5816 Kw) 31.5% 

1.5X Dimensional Scaling +128%, 17,800 Hp (13.273 Kw) 32.0% (+1.5%) 

Component Eff. Improvement +3.7%, 8085 Hp (6029 Kw) 32.5% (+3.2%) 

Increased Airflow +4.4%, 8140 Hp (6070 Kw) 31.7% (+0.5%) 

Zero Staging +17.3%, 9150 Hp (6823 Kw) 32.1% (+2.0%) 

Increased Firing Temperature +14.1%, 8900 Hp (6637 Kw) 32.1% (+2.0%) 

Add A Recuperator -7.9%, 7180 Hp (5354 Kw) 36.8% (+16.8%) 

Increased Pressure Ratio -1.5%, 7683 Hp (5729 Kw) 33.8% (+7.3%) 

Single-Shaft Conversion +l,0%r7878Hp(5875Kw) 31.8% (+1.0%) 

Journal of Engineering for Gas Turbines and Power OCTOBER 1998, Vol. 120 / 733 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



one best uprate option that will apply in all cases, but several 
options should be evaluated before a final selection is made. 

Our fictional base engine was used to provide examples of 
approximate performance improvements that could be obtained 
with the various uprate options. The performance improvements 
from the different uprate options that were studied for the base 
engine are tabulated in Table 5. The quantitative values derived 
for these examples may not hold up when applied to some other 
engine, but the trends should be of help when trying to decide 
what uprate option to select. 

While the values in Table 5 are all dependent on the assump
tions that we made about what could be done to our fictitious 
base engine, they can be of some help in understanding the 
advantages and disadvantages of each option. 

Other factors must also be considered when deciding which 
uprate option to pursue. Table 6 is an attempt to relate the 
development risk, the development costs, and the increased en
gine costs of the various uprate options for our base engine. 
Any attempt to generate a table like this must, by nature, be 
subjective, and the evaluations might change for engine config
urations that are significantly different from that of our base 
engine. 

The dimensional scaling option is probably best suited for 
expanding a product line. It is dependent on having an existing 
engine with good durability and acceptance in the market place. 
Scaling up an existing design saves design time and reduces 
the amount of development testing required. There should be 
some reduction in cost per unit of power and the durability of 
the original engine should be maintained. The scaling factor 
can be selected to produce a wide range of engine power sizes, 
but the cycle efficiency will change very little from that of the 
original design. The scaled engine will usually have no parts 
in common with the original engine, but since the design of the 
two engines will be the same, any improvements developed for 
one engine can usually be applied to the other. 

If existing engines have room for component efficiency im
provements, this can be an attractive way of improving the 
performance of an engine without significantly increasing the 
recurring cost of the engine. For example, if improved aerody
namics can be developed that can be retrofit into the existing 
flowpath, this will improve both power and heat rate and should 
not increase recurring costs significantly. 

Increasing airflow can be a low risk way of providing addi
tional power by changing a minimal number of engine parts. 
Usually, there is minimal (if any) improvement in heat rate, 
but the engines exterior dimensions typically do not change, 
which makes the new engine interchangeable into existing in
stallations. Some adjustments to thrust bearings, inlet filtering 
system, and engine accessories may be required. 

Zero staging the compressor of an existing engine can pro
duce a significant increase in power and usually some heat rate 
improvement. This is usually a very predictable and relatively 
low risk development program. This type of a program can 
allow a manufacturer to offer two engines at different power 

Table 6 Subjective risk and cost evaluations for different uprate options 

Uprate Option 
Development 

Risks 
Development 

Costs 
Change In Cost Per 

Power Unit 

1 .SX Dimensional Scaling Low Low Small Reduction 

Component Eff. Improvement Low/Moderate Low/Moderate Reduced 

Increased Airflow Low Low Reduced 

Zero Staging Low/Moderate Low/Moderate Reduced 

Increased Firing Temperature Moderate/High Moderate/High Reduced 

Add A Recuperator Moderate/High Moderate/High Increased 

Increased Pressure Ratio Moderate Moderate/High Small Increase 

Single-Shaft Conversion Low Low Small Reduction 

levels with more than 80 percent parts commonality. This may 
be attractive to users with large engine fleets because personnel 
trained to operate and maintain one engine can easily learn to 
take care of the other. Also, the number of spare parts required 
to support two engine types can be reduced. The increased 
airflow will usually require a larger inlet filtering and exhaust 
system. The starter, fuel, and lubrication systems may have to 
be upgraded, and the thrust bearing capacity may have to be 
increased. 

The most popular performance uprate option is through in
creased firing temperature. This option is popular because it 
provides additional power and improved heat rate without 
changing the envelope of the engine. On the negative side, 
however, increased firing temperature can be a major cost 
driver, plus the development programs can be risky and costly. 
The durability of the engine can also be compromised if the 
cooling system design is not adequate. 

On some engines, adding a recuperator can produce a signifi
cant improvement in cycle efficiency with some loss in maxi
mum power. The compressor and turbine sections can usually 
be held the same, but, in addition to the recuperator, the collec
tors and ducting must be added, and the combustor usually has 
to be redesigned. 

If improved heat rate is the main goal of an uprate program, 
then increasing the cycle pressure ratio could be considered. 
This option requires several changes to existing engine hard
ware, and is usually hard to justify unless combined with other 
uprate options. 

Some two-shaft engines may lend themselves to being con
verted to a single-shaft arrangement. If the power turbine can 
run at or near the speed of the gas producer section, this conver
sion may be relatively easy. If the engine can be converted to 
a cold end drive configuration at the same time, the controls 
and overall package can be simplified, and it may be possible 
to gain 1 percent to 2 percent in performance. 

These uprate options have been discussed mainly from a 
performance and aerodynamic perspective. The implementation 
of any of these options will require a great deal of structural 
analysis. Anytime additional power is provided, existing parts 
must be analyzed under any new loads resulting from new 
values of mechanical forces, torque, pressure, or temperature. 
Also, these performance uprates can have an impact on auxilia
ries such as the starter, the fuel and lube oil system, enclosures, 
silencers, inlet filtration, and exhaust systems. 

Summary 
Providing performance uprates to existing industrial gas tur

bine engines has been a time-honored method of providing 
additional value to gas turbine end users. This paper has tried 
to present some of the implications of the different options 
available for providing performance uprates. 

When possible, there is a significant advantage in keeping the 
high-pressure section of the engine and the firing temperature 
unchanged. This greatly reduces the size and cost of an uprate 
program, and greatly reduces the risk of the uprated engine 
having less durability than the original design. 

In any uprate program, it is easy to get locked into only one 
method for getting the additional performance. As shown here, 
there are several options for providing extra performance, all 
with advantages and disadvantages. Several options should be 
evaluated before a final program direction is selected to see 
which one best provides additional value to the user community. 
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Numerical Analysis of Heat Pipe 
Turbine Vane Cooling 
A numerical model was developed to simulate transient performance of a heat pipe 
turbine vane under typical gas turbine engine conditions. Curvilinear coordinates 
were used to describe the three-dimensional wall and wick heat conduction coupled 
with the quasi-one-dimensional vapor flow. A unique numerical procedure including 
two iterative "estimate-correction" processes was proposed to efficiently solve the 
governing equations along with the boundary conditions. Comparisons with experi
mental results validated the numerical model and the solution method. A detailed 
numerical simulation of the heat pipe vane's transient performance indicated the 
benefits of incorporating heat pipe vane cooling as well as the areas where precau
tions should be taken while designing heat pipe vanes. 

Introduction 
As is well known from turbomachinery theory, a higher gas 

temperature improves thermal efficiency of a turbine engine. 
Current high efficiency gas turbine engines usually operate at 
temperatures greater than allowable metal temperatures of tur
bine components (Nirmalan and Hylton, 1990). Future technol
ogy is targeted at obtaining stoichiometric conditions in gas 
turbine combustors (Harasgama and Burton, 1992). This trend 
of increasing heat load to turbine components, especially the 
first-stage turbine vanes, has generated a strong demand for 
more sophisticated cooling techniques. Additionally, uniform 
cooling of turbine components is required to avoid large thermal 
stresses. 

Conventional turbine cooling methods include internal con-
vective and impingement cooling, film cooling, and trailing 
edge ejection. According to previous studies, a good combina
tion of internal and external cooling can be quite effective, 
permitting substantial gains in engine output and efficiency that 
accompany the increase in turbine inlet temperature. However, 
these techniques require the extraction of a relatively large por
tion (typically 2,5-4 percent) of compressor discharge air, 
which presents an adverse effect on turbine efficiency. The 
internal convective cooling and impingement cooling are usu
ally associated with large thermal stresses because of the large 
temperature gradient in the metal wall. Ejection of a thin film 
of cooling air from the blade surface to the main stream may 
lead to large aerodynamic losses that could reduce the turbine 
efficiency by as much as 0.5 percent (Silverstein et al., 1994). 
In many cases, these drawbacks become an obstacle to the 
improvement of turbine efficiency. Therefore, a more advanced 
and suitable turbine cooling technique is in demand. 

Heat pipes are known to have a much greater thermal conduc
tivity than most known materials (Faghri, 1995). A typical heat 
pipe consists of a closed container, one or more layers of wick 
material lining the container inner wall, and a fixed amount of 
working fluid. When heat is applied at one end (evaporator) of 
the container, the liquid working fluid in the wick structure 
turns into vapor that travels to the other end (condenser) of the 
container. At the condenser, the vapor condenses into liquid and 
releases the latent heat. The condensed liquid is then returned to 
the evaporator by capillary forces in the wick structure. This 
internal phase change circulation makes the heat pipe an ex
tremely efficient heat transfer device. 
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Other important advantages of the heat pipe include nearly 
isothermal heat transfer, no need of external pumping power, 
simple and adaptable structure, low cost, and high reliability. 
The heat pipe, if configured into a turbine airfoil, becomes very 
attractive for high temperature gas turbine cooling applications. 

The idea of fitting turbine vanes or stators with heat pipes 
has been considered by gas turbine specialists over the years. In 
1967, SNECMA, a French jet engine manufacturer, conducted 
preliminary liquid sodium heat pipe vane experiments (Faghri 
and Langston, 1995). Langston proposed the use of heat pipe 
fitted turbine stators (Langston, 1968). Silverstein et al. (1994) 
conducted a preliminary design and analysis of heat pipe vane 
cooling as part of a Phase I investigation in conjunction with 
the U.S. Air Force and the then Allison Gas Turbine Division 
of General Motors (presently Allison Engine Company). These 
preliminary feasibility studies have shown promising results. It 
was concluded by Faghri and Langston (1995) that the use of 
heat pipe turbine vane cooling technique promises significant 
improvements in overall gas turbine durability and performance 
by (1) isothermalization of the vane, thereby minimizing ther
mal stresses, (2) reduction of the required amount of cooling 
air, thereby improving turbine efficiency and increasing the 
amount of cooling air for NO* control, and (3) elimination of 
the cooling air ejection, thereby reducing aerodynamic losses. 

However, in order for turbine manufacturers to make use of 
heat pipe vanes in a production engine, much more detailed 
analysis and simulation must be conducted. As a logical first 
step, a numerical analysis of a typical heat pipe vane's transient 
performance under representative engine conditions would pro
vide a firm foundation for further studies. 

In the past ten years, a good understanding of heat pipe 
operating mechanisms have been developed from a number of 
studies that conducted numerical modeling of heat pipe opera
tions (Faghri and Parvani, 1988; Chen and Faghri, 1989; Bow
man, 1991; Jang, et al., 1991; Cao and Faghri, 1991 and 1993). 
These previous studies focused on a variety of heat pipe opera
tions ranging from steady-state performance to transient behav
ior, from continuum transient to frozen startup, from cylindrical 
heat pipes to nonconventional leading edge heat pipes, and from 
uniform heating and cooling to discrete heating and radiative 
cooling. 

An extensive literature survey revealed no previous studies 
dealing with numerical analysis of heat pipe turbine vane cool
ing. The following are three unique aspects that must be consid
ered in the modeling of the heat pipe vane cooling: (1) special 
geometric configuration of the heat pipe vane makes it impossi
ble to incorporate Cartesian or Cylindrical coordinates; (2) 
highly nonuniform heating and cooling conditions makes the 
heat conduction in the wall and wick generally three dimen-
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sional; and (3) external heating and cooling conditions are cou
pled with mainstream flows in the heating and cooling sections, 
respectively. 

In this paper, a numerical model is presented for transient 
analysis of the heat pipe vane. The complicated geometric con
figuration of a heat pipe vane is modeled with a curvilinear 
coordinate system. The three-dimensional wall and wick heat 
conduction is coupled with the quasi-one-dimensional vapor 
flow. Heat transfer coefficients and temperatures of the turbine 
flows are determined according to the vane geometry and the 
turbine conditions. 

A unique numerical approach involving two iterative ' 'esti
mate correction'' processes is proposed to efficiently solve the 
governing equations along with the boundary conditions. The 
numerical model is first solved for cylindrical heat pipes and 
compared with experimental results. A detailed simulation of 
the transient performance of a typical heat pipe vane under 
representative turbine conditions is conducted using the model. 

vapor flow 
U | d How 

liquid Ho" 

(a) 

Numerical Model of Heat Pipe Vane Cooling 
Several heat pipe vane designs have been proposed for tur

bine applications (Faghri and Langston, 1995). Figure 1 illus
trates the heat pipe turbine vane that was investigated in this 
study, as well as the curvilinear coordinate system. The evapora
tor section of the heat pipe vane is in direct contact with the 
combustion gas. The condenser section is actually an extension 
of the turbine vane into a passage that contains a stream of 
cooler air flow acting as a heat sink. More detailed discussions 
on the heat sink design can be found in the literature by Sil-
verstein et al. (1994) and Faghri and Langston (1995). 

Mathematical Formulation. The following assumptions 
were made to simplify the mathematical model: (1) the vapor 
inside the heat pipe vane is a continuum flow and in the satura
tion state—according to Faghri (1995), vapor quality is ap
proximately equal to unity along the heat pipe; (2) the vapor 
is a one-dimensional, compressible, ideal gas flow—the one-
dimensional assumption is well justified by previous studies 
(Jang et al , 1991; Cao and Faghri, 1991); (3) the effect of the 
liquid flow on temperature distribution in the wick structure is 
negligible; (4) thermophysical properties of the working fluid 
and the wick and wall materials are constant throughout the 
transient period—this is done to reduce the computational time 
and the resulting error would be trivial; (5) the wall and wick 
thickness, except at the leading and trailing edges, is consider
ably smaller when compared to the vane cross-sectional dimen
sions; and (6) viscous dissipation, axial heat conduction, and 
gravitational effect of the vapor flow are negligible. 

Referring to Fig. 1 for the reference coordinates, heat conduc
tion in the wall and wick can be modeled as 

thin wall region 

trailing edge region 

leading edge region 

(b) 

Fig. 1 A sketch of the heat pipe turbine vane: (a) heat pipe turbine vane 
cooling; (b) representative vane cross section 

PwC„, 
dt 

d_ 

dx dx 

d , 8T„ 
+ — \K — -

dy\ dy 
• s ^ f i- <•> 

It should be noted that the assumption of thin wall and wick 
has been incorporated in Eq. (1). However, at the leading and 
trailing edges, the vane wall is relatively thick, and the heat 
flux is extremely high. Significant errors could be introduced if 
Eq. (1) is used directly at the leading and trailing edges. In this 
model, the leading and trailing edges were treated as two sepa
rate regions from the rest of the vane wall and wick. A complete 
energy balance was applied to control volumes in these two 
regions to obtain discretization equations. 

Nomenclature 

A„ = vapor flow cross-sectional area 
(m2) 

Cf = friction coefficient 
cp = specific heat (J/kg-K) 

Dh = hydraulic diameter of the vapor 
cross section (m) 

h = heat transfer coefficient (W/m2-K) 
hfg = latent heat of vaporization (J/kg) 

k = thermal conductivity (W/m2-K) 
L = heat pipe length (m) 
P = pressure (Pa) 
Q = heat transfer rate (W) 
q" = heat flux (W/m2) 
R = gas constant (N-m/kg-K) 

Re„ = vapor flow Reynolds number, Re„ 
= rvuvDh/mv 

S = vapor flow channel perimeter (m) 
T = temperature (K or °C) 
t = time (second) 

w = axial (z-) velocity (m/s) 
x = circumferential curvilinear coordi

nate (m) 
y = radial coordinate (m) 
z = axial coordinate (m) 

Greek Symbols 
d = total thickness of wall and wick 

(m) 
m = viscosity (N-s/m2) 
r = density (kg/m3) 

t = wick-vapor interfacial shear stress 
(N/m2) 

w = wick porosity 

Subscripts 
• = environment 
e = evaporator 

in = interfacial 
ref = reference 
sat = saturated 

v = vapor 
w = wall or wick 

Superscripts 
* = estimate 
c = correction 
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Thermophysical properties of the liquid-wick mixture were 
approximated as follows (Faghri, 1995): 

rCw 
fcliquid[(fcliquid + &wall) — ( 1 ~ ll1) ( l̂iquid Kwall)] 

[(^liquid + &wall) + ( 1 — w)(^liquid — ^wall)] 

(pCp)„ = w(pCp\iquid + (1 - u>)(pCp)mn, (2) 

where UJ is the wick porosity. 
Conservation of mass and momentum of the vapor flow gives 

9 , A ^ d , „ N l"s 

— ( p A ) + -r- (pvA„wv) = —-
at oz hfg 

(3) 

— (/3„A„Vfu) + — (pAvWl) 
at oz 

d , „ , , 4 d ( „ dw„ 
TS, (4) 

where g" is the wick-vapor interfacial heat flux. The wick-vapor 
interfacial shear stress was modeled as r = \l2p„wlCf, where 
the friction coefficient is 

C / = ie: forRe»s2oo°' c / = | ^ P 
for Re„> 2000. (5) 

According to previous studies (Bowman and Hitchcock, 
1988; Cao and Faghri, 1991), the vapor in the evaporator sec
tion is always laminar flow (Re„ < 2000), and, thus, the first 
correlation in Eq. (5) should be used. It must be pointed out 
that the correlations in Eq. (5) are for cylindrical pipe flow. 
Application of these correlations to the vapor flow in a heat 
pipe vane whose cross section is highly nonconventional may 
cause some errors. 

Density, temperature and pressure of the vapor flow were 
correlated by the ideal gas equation 

P. = PvRTv- (6) 

Since it was assumed that the vapor inside the heat pipe 
is fully saturated, the energy equation for the vapor becomes 
unnecessary, and the vapor temperature and pressure can be 
related by the Clausius-Clapeyron equation 

In-
R 

1 

-* v.ref 

(7) 

Equations (1), (3) , (4) , (6), and (7) are the governing 
equations of the numerical model. The corresponding boundary 
conditions are specified as follows: 

at any x, (Tw)x = (T„)x 
8TW 

dx 

8TW 

dx 
(8) 

at y = 0 and y = 8, h(T„ - Tw). ly=0 

— K M 

dy y = 0 

dT„ 

•"VL-* m 

at z = 0 and z = L, 
dTw = 0, 

8TV = 0, 
8PV 

= 0, ( w „ W = 0, (10) 

where h is the heat transfer coefficient in the external main 
stream (i.e., combustion gas or bypass air). If other types of 

heating and cooling conditions such as electrical heating and 
radiative cooling apply, corresponding changes need to be made 
regarding the boundary conditions at y = 0. 

Initial conditions of T„, T„, P„, pv, and «„ are discussed in 
the next section. 

Performance Limitations. There are several limitations to 
the heat transfer capability of a heat pipe vane. Among them, 
the sonic limit, capillary limit, and boiling limit are often the 
most critical during the transient startup of the turbine. Various 
correlations for predicting these performance limitations have 
been documented by Faghri (1995). 

In this study, correlations of sonic, capillary, and boiling 
limitations were integrated into the numerical procedure. De
tailed discussions are presented in the next section. 

Numerical Approach. A variety of numerical techniques 
have been incorporated by previous researchers in the solution 
of the transient heat pipe problem. Generally, two choices of 
updating the time level exist: explicit and implicit schemes. 
Considering that a heat pipe transient can be as long as thou
sands of seconds (depending on the size of the heat pipe) and 
the incident heat flux can be extremely large, an implicit scheme 
was chosen to obtain quicker convergence for all time step 
sizes. 

Discretized governing equations and boundary conditions 
were obtained by employing the control-volume, finite-differ
ence method. A staggered grid was used for the vapor flow 
continuity and momentum equations to better represent the rela
tion between the vapor velocity and pressure (Shih, 1984). 

Both the alternating-direction implicit (ADI) method, devel
oped by Douglas and Gunn in 1964, and the implicit fractional-
step method (Anderson et al., 1984) were incorporated to solve 
the three-dimensional transient heat conduction in the heat pipe 
vane wall and wick. Comparisons between the results from 
these two methods revealed little difference. Since the implicit 
fractional-step method requires significantly less programming 
efforts and slightly less computational time, it was chosen as 
the solution method for the wall and wick heat conduction 
equations. 

Discretized heat conduction equations form tridiagonal ma
trix equations in both y and z-directions, which were solved 
using the Thomas algorithm. In the x-direction, however, the 
periodic boundary conditions in Eq. (8) result in a nontridiago-
nal matrix equation. A classical Gaussian elimination method 
was incorporated to obtain solutions in ^-direction. 

The vapor flow plays a critical role in heat pipe vane opera
tion. In a study by Cao and Faghri (1991), an iterative SIMPLE 
algorithm was employed to solve the vapor dynamics. Some 
modifications were made in this study to improve the conver
gence rate. 

The overall numerical sequences are as follows: (i) specify 
geometric dimensions, thermophysical properties, initial condi
tions, and external boundary conditions; (ii) reset the timer; 
(iii) update the time level; (iv) solve the wall and wick heat 
conduction equation (Eq. (1)) to obtain temperature distribu
tion in the heat pipe vane wall and wick; (v) estimate the vapor 
temperature based on the wick-vapor interface temperatures; 
(vi) calculate the vapor density using the ideal gas equation 
(Eq. (6)) ; (vii) calculate the wick-vapor interfacial heat fluxes 

using Eq. (9); (viii) estimate the vapor velocity w„* by solving 
the vapor momentum equation (Eq. (4)) ; (ix) solve the pres
sure-correction equation to obtain the corrected vapor velocity 
w„; (x) calculate the vapor pressure using the vapor momentum 
equation (Eq. (4)) based on the corrected vapor velocity wv; 
(xi) correct the vapor temperature based on the vapor pressure 
using the Clausius-Clapeyron equation (Eq. (7)) ; (xii) repeat 
steps ( iv ) - (x i ) until converged wall and wick temperatures, 
vapor temperature, pressure, density, and velocity are obtained; 
(xiii) check the performance limitations; and (xiv) go to step 
(iii) until steady-state or a preset time level is reached. 
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There are two "estimate correction" processes in the above 
numerical procedure. The one for the vapor pressure involves 
the iteration between vapor flow continuity and momentum 
equations, and has been well described in many previous studies 
(Shih, 1984; Anderson et al., 1984; Patankar, 1988). The esti
mate-correction process for vapor temperature was proposed 
for the first time in this work and a detailed discussion follows. 

Like the vapor pressure (or velocity) that must satisfy both 
the continuity and momentum equations, the vapor temperature 
must satisfy the overall energy balance and the Clausius-Cla-
peyron equation, according to the assumption of saturated va
por. These two principles are usually united and "hidden" in
side the complicated vapor flow energy equation. However, due 
to the simplifying assumptions, the vapor energy equation is 
no longer necessary. Therefore, an iterative estimate-correction 
process should be followed to ensure the vapor temperature 
satisfies both principles. 

Performing an energy balance for the entire vapor provides 

— J p„A„( Cp,„r„,sat + -T-\dz\ 

= f^~(c„,vTval + ^)dz. (11) 
Jz "fg \ Pvm / 

Substituting the vapor continuity equation (Eq. (3)) into Eq. 
(11) and dropping the remaining transient term (since this is 
only an estimate of the vapor temperature) results in 

j q"dz = j hin(Tw,y=s - Tv)dz = 0, (12) 

where hin is the wick-vapor interfacial heat transfer coefficient. 
Generally, hm changes along the heat pipe. To further simplify 
the estimation process, both hm and Tv are assumed to be con
stant, resulting in 

Tv = - J T„,y=6dz. (13) 

Equation (13) indicates that the vapor temperature can be 
estimated as the average wick-vapor interface temperature. 

It is interesting to note that the transient vapor temperature 
depends on two different mechanisms: the vapor pressure (va
por dynamics) and the wall temperature (heat conduction). As 
indicated by Bowman (1991), the vapor transient and the wall 
transient can have vastly different time scales. The time scale 
of the wall conduction is related to the thermal capacitance of 
the heat pipe wall and wick, whereas the time scale of the vapor 
dynamics is related to the speed of sound in the vapor. These 
two time scales can be different by several orders of magnitude. 
It is the vapor temperature that "bridges" these two vastly 
different transients. The proposed method of iterating the vapor 
temperature between the wall transient and the vapor dynamics 
holds both physical sense and numerical advantage. 

Another improvement of the present numerical procedure is 
the correction method for the vapor pressure. Traditionally, the 
corrected pressure (P„) is obtained by adding the pressure cor
rection (Pc) to the pressure estimate (P*). This requires that 
the absolute value of the pressure correction (Pc) be quite accu
rate in order to obtain a quicker convergence. However, since 
the pressure-correction equation contains many simplifications 
and the boundary conditions for the pressure correction are 
usually difficult to specify, an accurate estimate of the pressure 
correction becomes very difficult, if not impossible. A careful 
inspection of the pressure-correction and velocity-correction 
equations revealed that it is the gradient instead of the absolute 
value of the pressure correction that really matters. Therefore, 
in this model, the pressure correction (Pc) is only used to correct 
the vapor velocity. The vapor pressure is corrected by using the 

vapor momentum Eq. (4) based on the corrected vapor velocity. 
The convergence rate is greatly improved this way. 

During the iteration, both the vapor velocity and pressure 
need to be under-relaxed to prevent numerical over-oscillation 
or even divergence. 

Results and Discussions 

The numerical model and the solution method were first vali
dated by comparisons with available experimental results. The 
model was then used to simulate the performance of a typical 
heat pipe vane under representative turbine conditions. 

According to previous studies (Bowman, 1991; Cao and Fag-
hri, 1991), the numerical results are essentially independent of 
the grid size. A preliminary simulation of a 1 m long cylindrical 
heat pipe with an inner diameter of 0.01 m confirmed this obser
vation. A change of grid size from 5 (radial) X 10 (axial) to 
10 X 20 resulted in a less than 2 percent difference in the 
numerical results. 

However, the time step size seemed to have a larger influence 
on the accuracy of the results, especially in the case of strong 
heating and cooling. A change of time step size from 0.1 to 10 
s resulted in an 8 percent difference in the numerical results. It 
was found that a time step size of approximately 1 s would 
provide reasonably accurate results with a relative economy of 
computational time. 

Validation of Numerical Model. The numerical calcula
tions were compared with experimental results for two cases of 
heat pipe operations. The experimental setup and procedure are 
documented in the corresponding literature. 

Table 1 lists geometric dimensions and operating conditions 
of a cylindrical water-copper heat pipe tested by El-Genk and 
Huang (1993). 

Figure 2 compares steady-state vapor temperatures predicted 
by the model and the measurement results from El-Genk and 
Huang (1993). It is obvious that a larger heat input contributes 
to a higher vapor temperature while other conditions remain 
unchanged. The deviations of the predicted values from the 
experimental results are within 3 percent. 

Figure 3 illustrates the vapor temperature during a transient 
period after the evaporator heating power suddenly increases 
from zero to a specified value. It takes 700 ~ 1100 s for the 
vapor temperature to reach steady state. Once again, the agree
ment between the model and the experiment is good. 

However, a general trend in both Figs. 2 and 3 shows that 
the numerical model slightly overpredicts the vapor tempera
ture. This overprediction is because that the numerical calcula
tion does not include heat losses from the heat pipe setup to 
the environment. The overprediction can be significant for high 

Table 1 The water-copper heat pipe tested by El-Genk and Huang 

copper tube outer diameter 19.1 mm 

copper tube inner diameter 17.3 mm 

evaporator length 393 mm 

condenser length 170 mm 

adiabatic length 47 mm 

condenser cooling water jacket inner diameter 22.3 mm 

copper wick (150 mesh, two layers) thickness 0.3 mm 

working fluid water 

heating condition uniform electrical heating in the evaporator 

cooling condition convective cooling by the water jacket 

initial conditions room conditions (295 K) 
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Fig. 2 Comparison of predicted and measured steady-state vapor tem
peratures of a cylindrical water-copper heat pipe 

temperature heat pipes, as is shown in the following high tem
perature examples. 

A high temperature, sodium stainless-steel heat pipe with 
multiple heat sources was fabricated and tested in the Heat 
Transfer Laboratory of Wright State University (Buchko, 
1990). A description of the test setup is given in Table 2. 

Figure 4 illustrates the comparison of the predicted steady-
state vapor and wall temperatures with the experimental results 
(Buchko, 1990). Heat output from the four heaters was 504, 
0, 0, and 507 watts, respectively. It can be seen that at steady 
state, the vapor is nearly isothermal along the heat pipe. The 
condenser wall temperature is approximately 8 deg lower than 
the vapor temperature. The two jumps in the wall temperature 
occur in regions where the two heaters are supplied with power. 

As shown in Fig. 4, the numerical model significantly over-
predicts the vapor and wall temperatures since the heat losses 
were not considered. The deviation between the predictions and 
the measurements is about 55 degrees in absolute value or 10 
percent in relative measure. The reason for this overprediction, 
as mentioned before, is the neglecting of the heat losses in the 
numerical model. In the case of high temperature heat pipe, the 
heat losses can be large in magnitude and may cause errors in 
model predictions. 

In order to assess actual heat losses from the heat pipe to the 
environment during experimentation, both the evaporator and 
the adiabatic sections were fitted with water-cooled calorime-
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Fig. 3 Comparison of predicted and measured transient vapor tempera
tures of a cylindrical water-copper heat pipe 

ters, as was the condenser. The measurements revealed that the 
heat losses in the evaporator and adiabatic sections were 401 
and 55 watts, respectively (Buchko, 1990). In other words, 
more than 45 percent of the power input was lost to the sur
roundings instead of transported through the heat pipe. 

With the heat losses included in the numerical calculation, 
the predictions are in good agreement with the experimental 
results. It should be pointed out that in a practical application 
such as the heat pipe turbine vane cooling, the "heat loss" 
should never be a concern since the entire heating and cooling 
conditions are integrated in the numerical model. Only in labo
ratory measurements, does the heat loss need to be detailed in 
order to tell how much heat is really put into the heat pipe. 

Figure 5 shows the vapor temperature during a transient pe
riod after the power of each heater is suddenly increased from 
90 watts to 115 watts. To account for additional heat capacities 
from the test setup including heaters, radiation shields and sup
ports, etc., a transient heat input Q = 90 + 25 [1 - e<-"480>] 
was specified at the outer wall surface of the evaporator section 
(Cao and Faghri, 1991; Faghri et al., 1991). Comparisons with 
experimental results (Faghri et al., 1991) show good agreement. 

The above comparisons between the numerical model and 
experimental results indicate that the model is capable of pre
dicting the performance of a heat pipe under various heating 
and cooling conditions with good accuracy. 

Table 2 The sodium stainless-steel heat pipe tested by Buchko 

evaporator length 520 mm 

adiabatic length 188 mm 

condenser length 292 mm 

heat pipe outer diameter 26.7 mm 

vapor channel diameter 21.5 mm 

wick (two wraps, stainless steel screen 

100 mesh) thickness 

0.456 mm 

heating condition 4 electrical heating coils of 53 mm long and with 90 

mm axial distance between each heater 

cooling condition radiation from the condenser surface to a water-

cooled double-wall calorimeter (e = 0.6 for the 

condenser surface and 0.9 for the calorimeter surface) 

- o fad Wad v«par tamp, (no htat tut) —» - ppadbtad wall lamp, (no haat tat) 
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Fig. 4 Comparison of predicted and measured steady-state vapor and 
wall temperatures of a cylindrical sodium stainless-steel heat pipe with 
multiple heat sources 
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Fig. 5 Comparison of predicted and measured transient vapor tempera
tures of a cylindrical sodium stainless-steel heat pipe with multiple heat 
sources 

Numerical Simulation of Heat Pipe Vane Performance. 
With the information based on an advanced military fighter 
turbine engine and supplied by the Allison Gas Turbine Divi
sion, Silverstein et al. (1994) proposed a preliminary heat pipe 
vane design. To examine the benefits of using heat pipe vanes 
and to provide insight into heat pipe vane operation, a detailed 
simulation was conducted using the numerical model developed 
in this work. To simplify the simulation, it was assumed that 
the heat pipe vane operates in a 0-g environment. 

Dimensions and materials of the heat pipe vane are listed in 
Table 3 (Silverstein et al. 1994). Temperatures and heat transfer 
coefficients of the combustion gas, intermediate air, and bypass 
air depend on the turbine startup schedule. According to Sil
verstein et al. (1994), the most critical period for the heat pipe 
vane is from idle to full power when the largest sudden increase 
in both temperature and heat transfer coefficient is encountered. 
Temperatures and heat transfer coefficients of the combustion 
gas, intermediate air, and bypass air at both idle and full power 
states are listed in Table 4 (Silverstein et al., 1994). 

One change has been made to the bypass air temperature at 
idle state. The original bypass air temperature at idle state is 
320 K (Silverstein et al., 1994). However, as indicated by 
Silverstein et al. (1994) as well as a preliminary run of the 

Table 3 Dimension and material specifications of the heat pipe turbine 
vane designed by Silverstein et al. 

span in combustion gas duct 8.26 cm 

span in intermediate air duct 4.95 cm 

span in bypass air duct 4.95 cm 

chord 7.62 cm 

area of vane cross-section 6.15 cm' 

surface length around vane cross-section 15.84 cm 

wall thickness 0.1cm 

number of arteries 8 

artery inner radius 0.05 cm 

wick (Haynes 188 400-mesh screen) thickness 0.02 cm 

effective pore diameter 20 x 10"4 cm 

material of vane wall and endplates CMSX-4 single crystal alloy' 

working fluid sodium 

Thermophysical properties listed in the report by Silverstein etal.(1994) 
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Table 4 Heating and cooling conditions of the heat pipe turbine vane 
designed by Silverstein et al. 

idle full power 

combustion gas temperature 890 K 1650 K 

combustion gas heat transfer 

coefficient 

550 (trailing edge) ~ 1200 

(leading edge) W/m2-K 

1400 (trailing edge) ~ 3400 

(leading edge) W/m2-K 

intermediate air temperature 700 K 700 K 

intermediate air heat transfer 

coefficient 

200 (trailing edge) - 430 

(leading edge) W/m!-K 

355 (trailing edge) - 770 

(leading edge) W/m2-K 

bypass air temperature 400 K 533 K. 

bypass air heat transfer 

coefficient 

200 (trailing edge) ~ 430 

(leading edge) W/W-K 

355 (trailing edge) ~ 770 

(leading edge) W/m!-K 

present numerical model, continuum vapor flow cannot be es
tablished inside the heat pipe vane at the idle state. The purpose 
of the simulation is to study the transient performance of the 
heat pipe vane from a steady idle state to a steady full power 
state. Therefore, the bypass air temperature was changed to 400 
K to ensure that a steady-state continuum vapor flow is formed 
inside the heat pipe vane. 

In Silverstein's paper (1994), the peak combustion gas tem
perature is 1978 K. With a layer of thermal barrier coating (TBC) 
applied to the surface of the vane, the surface temperature was 
calculated by Silverstein et al. as well below 1400 K. Since the 
present model does not include the effect of a TBC layer, the 
combustion gas temperature was assumed to be 1650 K. 

Due to the special geometric configuration of the heat pipe 
vane, heat transfer coefficients of the combustion gas, interme
diate air, and bypass air change with location. A comprehensive 
CFD analysis would be needed to accurately specify these exter
nal boundary conditions. To simplify the problem, it was as
sumed in this study that the heat transfer coefficient does not 
change with axial coordinate within each section. The circum
ferential change from the leading edge to the trailing edge is 
discussed as follows. 

Instead of treating the vane as a flat plate to obtain a circum
ferential profile of the heat transfer coefficient, empirical corre
lations from a previous study by Zhang and Han (1994) were 
used in this study. With the circumferential profile of the heat 
transfer coefficient known from Zhang and Han's paper and the 
mean heat transfer coefficient known from Silverstein's paper, 
the local heat transfer coefficient is thus determined. 

The mean heat transfer coefficient of the intermediate air flow 
was not specified by Silverstein et al. (1994). It was assumed in 
this study that the intermediate air flow has the same heat trans
fer coefficient as the by-pass air flow. A more precise approach 
would consider the Reynolds number of the flow. 

Figure 6 illustrates the transient vapor temperature and pres
sure at evaporator exit and the evaporator leading edge wall 
temperature. While these parameters generally follow the same 
trend, the largest deviation in trend occurs during the first 20 
s. The leading edge wall temperature radically increases due to 
direct contact with the combustion gas. The increase of vapor 
temperature is a little slower because of the heat capacitance 
of the vane wall and wick. The increase of vapor pressure is the 
slowest, especially for the first 5 s. The following two opposing 
effects contribute to the relatively slow increase of vapor pres
sure at the evaporator exit: (1) quick increase of vapor tempera
ture tends to cause the vapor pressure to increase; and (2) a 
dominantly large vapor pressure drop at the evaporator exit is 
caused by a quick increase of vapor velocity. 

It is seen from Fig. 6 that the heat pipe vane reaches steady 
state in approximately 100 s, which is about 10 times faster 
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Time (s) 

Fig. 6 Transient vapor temperature and pressure, and wail temperature 
in a heat pipe vane 

Time (s) 

Fig. 8 Transient vapor velocity and density at evaporator exit of a heat 
pipe vane 

than in the previous two cases (Figs. 1 ~ 5). The main reason 
is that the heat pipe vane is much smaller in size, resulting in 
a much faster wall and wick transient. 

The largest temperature gradient across the leading edge wall 
is approximately 120°C/mm, corresponding to a heat flux of 
2.5 X 106 W/m2. The vapor pressure increases from 500 Pa to 
140,000 Pa within approximately 90 s. This large rate of in
crease in the magnitude of the vapor pressure can present a 
serious threat to the vane assembly. In addition, since the turbine 
vane is in a high pressure environment, the pressure difference 
across the vane wall can be significant. Structural reinforcement 
will have to be employed to ensure the structural strength of 
the vane assembly. 

Figure 7 shows the vapor temperature and the vapor pressure 
variation along the heat pipe vane during the transient period. 
The vapor flow is nearly isothermal at all times. The pressure 
drop in the evaporator section and the pressure recovery in the 
condenser section are observed. The vapor pressure variation 
lessens with time, which is mainly due to a decreasing vapor 
velocity profile (smaller frictional loss and vapor acceleration/ 
deceleration). A similar relation between vapor velocity and 
vapor pressure variation has been indicated by Jang et al. 
(1991). 

Figure 8 shows the transient vapor velocity and density at 
the evaporator exit. The vapor velocity first jumps to a large 
value due to the sudden increase of heat flux. After about 2 s, 
the increase of vapor density dominates, resulting in a decreas
ing vapor velocity. This phenomenon is particularly prominent 
for high temperature heat pipes because of the thermophysical 

properties of the liquid metals. Figure 8 indicates that the short 
period after suddenly increasing the heating power is the most 
critical period in terms of the sonic limit and the capillary limit. 
A steady-state model or even a transient model with a large 
time step may not be able to catch this velocity peak and thus 
be unable to accurately predict the heat pipe limitations. 

In practice, there are generally two methods to increase the 
heat transfer rate of a heat pipe: (1) by increasing heat input 
to the heat pipe; and (2) by increasing cooling rate in the 
condenser of the heat pipe. Figure 8 indicates an interesting 
fact that method (2) is more likely to induce the sonic limit. 
When the condenser cooling rate is increased, the vapor velocity 
increases not only because of the larger heat transfer rate but 
also as a result of reduced vapor density due to a lower vapor 
temperature. Therefore, great care must be taken to avoid reach
ing sonic limit when increasing the condenser cooling capabil
ity. On the other hand, this is the reason that some researchers 
used method (2) to reach the sonic limit during the experiments 
(Kemme, 1969). 

Figure 9 illustrates the transient energy and temperature of 
the vapor flow at the evaporator exit. The vapor flow energy is 
the sum of internal energy (p„A„w„C;)|t,7'„) and kinetic energy 
{p„A„uv(ul/2)), which can be viewed as the energy carried 
through the evaporator exit by the vapor flow. During the tran
sient period, the largest change in vapor flow energy occurs in 
the first 20 s. After that, the vapor flow energy slightly decreases 
(due to the decreasing vapor velocity) and quickly reaches 
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Fig. 7 Transient vapor temperature and pressure variation along a heat Fig. 9 Transient vapor energy and temperature at evaporator exit of a 
pipe vane heat pipe vane 
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steady state at t = 70 s. In some sense, Fig. 9 reveals that the 
vapor flow energy, an indication of vapor dynamics, finishes 
its transient faster than the vapor temperature that is affected 
by a much slower wall and wick transient. Therefore, it might 
be possible to use a ' 'quasi-steady" vapor model coupled with a 
transient wall conduction model to study the heat pipe transient, 
which results in significant savings in computational time. Fur
ther investigations are needed to justify this approach. As shown 
in Fig. 9, the internal energy constitutes most of the vapor flow 
energy whereas the kinetic energy is very small in magnitude. 

Figure 10 shows steady-state outer wall temperatures of heat 
pipe vanes with different values of vapor channel cross-sec
tional area and wall thickness. In order to assess the advantage 
of the heat pipe vane cooling, the vane wall thickness was 
increased and the vapor channel cross-sectional area was corre
spondingly reduced. The worst case is, of course, a conventional 
vane with zero vapor channel cross-sectional area. As shown 
in Fig. 10, with a larger vapor channel cross-sectional area 
(correspondingly a larger "heat pipe effect"), the wall temper
atures, the wall temperature variations from the leading edge 
to the trailing edge, and the wall temperature differences be
tween the evaporator and condenser are reduced. This is favor
able because (1) reduced wall temperature indicates more po
tential to increase the combustion gas temperature and thus the 
turbine efficiency, and (2) reduced wall temperature variations 
in both axial and circumferential directions lower the thermal 
stresses in the vane wall and thus prevent thermal fatigue and 
cracking. 

In Fig. 11, the following three ratios are plotted to show 
performance limitations of the heat pipe vane during the tran
sient: (1) ratio of the total pressure drop in the vapor and liquid 
to the available capillary pressure in the wick; (2) ratio of the 
maximum vapor velocity to the speed of sound; and (3) ratio 
of the maximum temperature gradient in the evaporator wick 
to the allowable temperature gradient across the wick. Because 
of the use of composite wicks including arteries, distribution, 
and pumping layers, the heat pipe vane is well below the capil
lary limit during the entire transient. The boiling limit is not a 
threat either, although the leading edge heat flux is quite high. 
The vapor flow Mach number reaches its maximum value at t 
= 2 s and then decreases due to the increasing vapor density/ 
temperature. It can be concluded that the current design of heat 
pipe vane is able to complete this specific transient without any 
difficulty. 

Silverstein et al. (1994) proposed an interesting idea that the 
liquid sodium in the wick might be initially under tension during 
the transient from idle to full power. To verify this concept, a 
frozen startup model including the liquid flow momentum equa
tion will be needed. This is a good area for further investigation. 
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Fig. 11 Performance limitations during a heat pipe vane transient 

Conclusions 
The heat pipe is a promising candidate for turbine vane cool

ing. A numerical model has been developed to investigate the 
transient performance of the heat pipe vane. The coupled three-
dimensional wall conduction and quasi-one-dimensional vapor 
flow model was solved using curvilinear coordinates. 

The proposed numerical approach involving two iterative es
timate-correction processes was able to efficiently solve the heat 
pipe vane model and produce reasonably accurate results. Both 
programming effort and computational time were significantly 
reduced by incorporating an iterative vapor temperature esti
mate-correction process instead of solving the complicated va
por flow energy equation. Comparisons with experiments vali
dated the numerical model and the solution approach. 

A detailed simulation of the transient behavior of a typical 
heat pipe vane was presented. Under the specified turbine 
startup schedule, the current heat pipe vane design can success
fully complete the transient from idle to full power without 
encountering any performance limitation. Wall temperatures 
and wall temperature gradients can be reduced by using the 
heat pipe vane. It was shown that great caution must be taken 
when increasing the condenser cooling rate because of the in
creased possibility of reaching the heat pipe performance limita
tions. 

This work is a first step in investigating technical feasibility 
and performance characteristics of the heat pipe vane cooling. 
Results from this work should provide a basis for further re
search and design. 
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Fig. 10 Steady-state wall temperatures of heat pipe vanes with different 
wall thickness and vapor cross-sectional area 
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Development of a Corrosion 
Resistant Directionally Solidified 
Material for Land Based Turbine 
Blades 
Advanced turbines with improved efficiency require materials that can operate at 
higher temperatures. Availability of these materials would minimize cooling flow 
requirements, and, thus, improve the efficiency of a turbine. Advanced processing,^ 
such as directional solidification (DS), can improve temperature capability of the 
majority ofNi based superalloys. However, results of earlier work on IN-738 reveal 
that the DS process does not significantly improve temperature capability of this 
alloy. A research program was initiated to develop a corrosion resistant Ni-based 
DS blade material for land based turbines. In this program, eight heats with varied 
Cr, Al, Ti, Ta, and W contents were selected for evaluation. Screening tests performed 
on these heats in the DS condition include tensile, creep, and corrosion. The results 
of experimental heats were compared with those of IN-738 in the equiaxed condition. 
From these results, two chemistries offering approximately 100°F temperature advan
tage at typical row 1 turbine blade operating stress were selected for castability and 
further mechanical property evaluation. Several row 1 solid and cored turbine blades 
were successfully cast. The blades were evaluated for grain structure and mechanical 
properties. Tests were also conducted to evaluate the effects of withdrawal rates on 
properties. These results are summarized in this paper. 

Introduction 

There has been a great demand for the most efficient land 
based turbines. Operation at higher firing temperatures increases 
efficiency of a gas turbine. All major original equipment manu
facturers have been engaged in developing advanced and effi
cient gas turbines with firing temperatures approaching 1500°C 
(2732°F) (Farmer et al., 1995; McQuiggan, 1996; Sato et al, 
1994). These advanced turbine designs demand new materials 
and/or technologies that offer higher temperature capability. As 
a result, there is a great interest in the application of columnar 
grain (DS) and single crystal (SC) airfoils to these turbines 
(Carruel et al , 1996; Yamamoto et al., 1995; Sato et al., 1995; 
Matsuzaki et al., 1992). The DS and SC airfoil technology was 
initially developed for aero engines in the 1960s. DS blades 
and SC blades were introduced in the aero engines in mid-
1960s and 1970s, respectively. However, this technology was 
not transferred to the large land based turbine application until 
recently. The delay in technology transfer from aeroengine to 
land based gas turbines is partly due to unavailability of cost 
effective casting processes for large size components. 

Recent developments in casting technology has now made it 
possible to cast large land based turbine blades in the DS (co
lumnar) or SC condition. The DS and SC blades were intro
duced in the land based gas turbines in 1989 and 1995, respec
tively (Peterson, 1989; Becker et al , 1995). Westinghouse has 
introduced DS blades in their 501 G turbine (McQuiggan, 
1996). Under ATS funded programs, considerable amount of 
development work is being performed by all original equipment 
manufacturers and casting producers on DS and single crystal 
(CM-247 and CMSX-4 type) alloys. The primary objectives of 
these programs include (1) optimization of process parameters 

Contributed by the International Gas Turbine Institute and presented at the 
International Gas Turbine and Aeroengine Congress and Exhibition, Orlando, FL, 
June 2 -5 , 1997. Manuscript received by the ASME Headquarters July 1, 1997. 
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for large castings to improve casting yield, (2) evaluation of 
the influence of defects on properties, and (3) assessment of 
the influence of process parameters, heat treatment, and chemis
try on properties. 

Initial casting runs for large DS blades for use on land based 
turbines were performed using IN-738 material (Peterson, 1989; 
Beck, 1983). For these trials and evaluation, IN-738 material 
was selected because it has been widely used in the industry 
for land based turbine blades and vanes (Schneider, 1990). IN-
738 exhibits optimum combination of creep strength and hot 
corrosion resistance. These evaluations revealed that the DS 
process offered marginal or no improvement in rupture life 
compared to the rupture of life of equiaxed IN-738. It has been 
reported by McLean (1983) that the alloys showing a marginal 
or no improvement tend to have high chromium contents and 
low volume fraction of 7'. These alloys are normally solution 
treated at a lower temperature than the alloys (Mar M 200 and 
Mar M 246) that derive the greatest rupture life improvement 
from the DS processing. The volume fraction of y' in an alloy 
is inversely related to chromium content because chromium 
increases solubility of y' formers in the matrix and directly 
related to solution temperature (Sims et al., 1987). In other 
words, volume fraction of 7 ' as well as solidification conditions 
have significant influence on the rupture life improvement de
rived by directional solidification. 

In 1990, a major program was initiated at Westinghouse to 
develop a corrosion resistant DS alloy for land based turbine 
applications. In this program, IN-738 was considered as a base 
alloy since land base turbine blades traditionally require high 
chromium levels for corrosion resistance. The elements that 
contribute to solid solution strengthening, Ta, W, and Cr, and 
elements that contribute to y' volume fraction, Al, and Ti con
tents were selectively varied in IN-738 to enhance rupture life 
improvement following directional solidification. The require
ments set for the new DS alloy were as follows (Pallotta, 1993; 
Bannister, 1994; Cheruvu, 1995): 
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Table 1 Chemical composition of experimental heats (wt%) 

ELEMENT HEAT IDENTIFICATION IN 

SAS#1 SAS#2 SAS#3 SAS#4 SAS#5 SAS#6 SAS#7 SAS#8 738 

Cr 16 16 14.8 16 17 17 14.75 14 16.0 

Co 8.5 8 8 8 8 8 8 8 8.5 

Al 3.4 3.4 3.6 4 4 3.4 4 4 3.4 

Ti 4.3 4.3 4.3 3.4 3.4 4.3 3 3 3.4 

W 2.6 2.6 2.6 2.6 2.6 2.6 4.3 5 2.6 

Mo 1.8 0.9 1 0.6 0.4 0.5 0.6 1 1,75 

Ta 1.8 2.7 2.7 2.7 1.8 1.8 2.8 3 1.75 

Cb 0 0 0.5 0 0 0 0.5 1 0.9 

C 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 0.11 

• chromium content greater than or equal to 15 percent 
• castable 
• temperature advantage of 40 to 55°C (75° to 100°F) at 

typical row 1 blade operating stress level 
• stable with respect to sigma phase precipitation during 

long-term service 
• corrosion and oxidation resistance comparable to IN-738 

The results of this program are summarized in this paper. 

Directionally Solidified Test Material 
The Cr, Al, Ti, Ta, and W were varied in IN-738 and a total 

of eight chemistries were chosen for evaluation. The nominal 
aim composition of these eight experimental heats is given in 
Table 1. Among these heats, chromium and tungsten contents 
were varied from 14 to 17 percent and 2.6 to 4.5 percent, respec
tively. Aluminum to titanium ratio was varied from 0.8 to 1.3. 
The chemistries of test heats were adjusted to maintain Nv value 
equal to or below 2.4. Directionally solidified test bars (19 mm 

in diameter X 200 mm long) were cast at Howmet Casting, 
Hampton, VA. The process parameters, such as mold and pour
ing metal temperatures, furnace withdrawal rates, etc., used for 
casting these bars were the same as those used for casting a 
large, first row turbine blade. The test bars were partially solu
tion treated at 1121°C (2050°F) for two hours and aged at 843°C 
(1550°F) for 24 hours, along with a set of production blades. 
Screening tests were performed on these heats in the DS condi
tion to select the best chemistries for further evaluation. Follow
ing the selection of optimum chemistries, test slabs and solid 
and cored blades were cast for further evaluation. 

Screening Test Results 
The screening test results revealed that alloys containing high 

chromium and/or tungsten (SAS 5 through 8) did not offer 
improvement in mechanical properties. Short term rupture prop
erties of these heats were comparable to or slightly lower than 
that of equiaxed IN-738. The heats, SAS 1 through SAS 4, 

' T 

.V '. » 

I 
Heat SAS 3 

* 

Mag 100x Heat SAS 8 

Fig. 1 Typical micro porosity variation in the DS test bars 
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offered improvement in creep rupture life compared to the con
ventionally cast IN-738. Based on the preliminary creep rupture 
results, SAS 3 and SAS 4 chemistries were selected for further 
investigation. 

Microsections for metallography were prepared from the test 
bars of all heats and were examined under optical and scanning 
electron microscopes. All test bars exhibited similar levels of 
porosity. The porosity levels in the DS bars are comparable to 
what is normally seen in conventionally cast IN-738. Typical 
porosity observed in the test bars is illustrated in Fig. 1. The 
microstructure of test bars consists of gamma prime, carbides, 
and eutectic islands. As expected, partial solution treatment and 
aging produced primary (cuboidal) and secondary (spherical) 
gamma prime particles in all heats. The gamma prime morphol
ogy and distribution were found to be comparable among the 
test heats (Fig. 2) . Heats SAS 5 through 8 appeared to contain 
lower volume fraction of primary gamma prime than Heats SAS 
1 through 4. However, no quantitative metallography work was 
performed to determine variation of gamma prime volume frac
tion among the experimental heats. In addition, SAS 7 and 
SAS 8 alloys containing higher levels of tungsten, exhibited 

746 / Vol. 120, OCTOBER 1998 

Heat SAS 8 Mag 12000x 

Fig. 2 Gamma prime particle and distribution in the test bars 

significantly more MC carbides than the other six alloys. Typi
cal distribution and morphology of MC carbides in these heats 
is shown in Fig. 3. These carbides were found to be rich in 

Fig. 3 MC carbides SAS 7 (top) and SAS 8 (bottom) 
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Fig. 4 501 F row 1 directionally solidified blade: (a) concave side; (b) convex side; (c) trailing edge cooling 
holes; and (d) blade tip and internal cooling hole passages 

titanium and tungsten (TiC or WC). Tantalum carbides were 
also seen in the test bars. 

Blade Casting Trials 
The primary objective of blade casting trials was to establish 

the castability of these alloys into large complex cooled blades. 
The secondary goal is to evaluate the mechanical properties of 

specimens machined from a turbine blade. The W 251 and 501F 
row 1 blades were chosen for initial casting trials. The W 251 
row 1 blade was cast as a solid blade. The 50IF blade was 
cored to cast with conventional serpentine cooling passages and 
trailing edge cooling holes. For casting these parts, Howmet 
used their proprietary process parameters developed for large 
blades. The blades were withdrawn at 305 to 406 mm/h (12 to 
16 in/h) and were cast using 100 percent virgin heat. The test 
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Tensile and Yield Strengths of 
DS Heats 3 & 4 and IN-738 CC 
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Fig. 5 Comparison of tensile and yield strengths of DS with that of 
equiaxed IN-738 

specimens were machined from the W 251 solid blades for 
long-term mechanical properties and alloy stability evaluation. 
To evaluate the effects of withdrawal rates on properties, test 
slabs were also cast using withdrawal rates of 305 to 406 ram/ 
h (12 and 16 in/h).  

The blades were examined for grain structure and orientation 
with respect to the blade stacking axis, number of grains per 
unit length across the blade airfoil, freckle chain size and loca- 
tion, and isolated equiaxed grains, etc. Both solid and cored 
blades exhibited a good grain structure, and the angle between 
grain was within 15 deg to the blade stacking axis. The blade 

SAS 3 
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Fig. 6 Comparison of creep rupture of strength of DS alloys and equi- 
axed IN-738 
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Fig. 7 Creep rupture life and temperature of advantage of DS alloys 
over equiaxed IN-738 

SAS 4 

Fig. 8 Micrographs of cross sections from the gage area of broken 
creep rupture specimens. The creep tests were conducted at 1600°F and 
25 ksi. Rupture life was approximately 10,000 hours: No sigma phase 
was observed. 

air foils were free of freckles and equiaxed grains (Fig. 4). A 
few isolated freckle chains were noted in the shank below the 
blade platform. Following macro examination, both solid and 
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Fig. 9 Room temperature impact toughness of DS heats as a function 
of aging time at 1600°F 
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Table 2 Influence of withdrawal rate on tensile properties of DS SAS 4 alloy 

Material ID Rate, in./hr Test Temp, F UTS, KSI YS, KSI %EL %RA 

SAS 4-1 12 1200 146.4 119.9 12.6 16.0 

SAS 4-2 12 1200 148.5 112.8 11.3 17.3 

SAS 4-3 12 1600 97.5 66.8 21.9 30.2 

SAS 4-4 12 1600 100.8 80.5 15.0 24.3 

SAS 4-5 16 1200 144.4 112.9 11.1 16.2 

SAS 4-6 16 1200 151.6 111.6 12.6 15.4 

SAS 4-7 16 1600 100.1 75.9 17.8 22.9 

SAS 4-8 16 1600 102.7 80.6 16.6 24.5 

Table 3 Influence of withdrawal rate on creep rupture properties of DS SAS 4 alloy 

Withdrawal Rate, in/hr Stress, ksi Life, hours %EL %RA 

12 35 783 15.1 18.2 

12 35 832 16.5 26.0 

12 40 308 15.6 20.4 

12 40 298 14.4 21.7 

16 35 824 17.2 20.6 

16 35 899 19.0 26.4 

16 40 293 15.0 19.5 

16 40 302 20.5 21.3 

cored blades were sectioned for micro examination. As part of 
blade qualification, the micro sections prepared from the blades 
were examined for porosity and intergranular attack. Both solid 
and cored blades met quality assurance requirements. 

Mechanical Properties 

Tensile Properties. Tensile tests were performed as a func
tion of temperature on specimens machined from the direction-
ally solidified test bars and slabs of SAS 3 and SAS 4 heats. 
The bars and slabs were cast from two heats. The specimen 
length is oriented in the DS growth direction. The yield and 
tensile strengths of DS SAS 3 and SAS 4 are compared with 
that of equiaxed IN-738 in Fig. 5. The tensile strength of DS 
alloys was comparable to that of IN-738. The yield strengths 
of DS alloys were slightly lower, at 760° and 871°C (1400° and 
1600°F), than that of IN-738. This variation in yield strength 
between DS alloys and IN-738 was not considered significant 
because cast alloys typically exhibit 34-68 MPa (5-10 ksi) 
scatter. 

Creep Rupture Properties. Creep rupture specimens were 
machined from the test bars, slabs and blades and tests were 
conducted at various temperatures and stresses. The creep rup
ture time among the specimens varied from approximately 200 
to 12,000 h. The results of specimens machined from the test 
bars, slabs, and blades are comparable. The creep rupture results 
of DS alloys (SAS 3 and SAS 4) are compared with that of 
IN-738 in Fig. 6. At all stress levels, the rupture strength of 
both DS alloys is greater than IN-738. In other words, these 
DS alloys offer temperature advantage over IN-738 at the stress 

levels investigated. The temperature advantage of DS alloys 
varied with applied stress level; at lower stress levels it is larger. 
To determine temperature advantage, creep rupture tests were 
also performed at applied stress of 10 ksi and at different tem
peratures. The results of these tests showed that the DS alloys 
offer approximately 100°F temperature advantage compared to 
IN-738 (Fig. 7). 

Influence of Withdrawal Rate on Properties. In general, 
slower withdrawal rates affect dendrite arm spacing, the degree 
of segregation, and MC carbide morphology, etc. The dendrite 
arm spacing, DS grain size, degree of segregation, and MC 
carbide size are inversely related to the withdrawal rate. These 
microstructural variations have a strong effect on mechanical 
properties of an alloy. The effects of withdrawal rates on tensile 
and creep rupture properties were evaluated on SAS 4 alloy. 
The test slabs were cast using withdrawal rates of 305 to 406 
mm/h (12 and 16 in/h). The test bars were given a standard 
solution and aging treatment. The standard heat treatment con
sists of a partial solution treatment at 2050°F for two hours 
followed by an aging treatment at 1550°F for 24 hours. Tensile 
tests were performed at 1200° and 1600°F and the results are 
presented in Table 2. The results showed that withdrawal rate 
had no effect on the tensile properties. 

Creep rupture tests were performed at 871°C (1600°F) and 
two stress levels (35 and 40 ksi), and the results are given in 
Table 3. These results showed that a decrease in withdrawal 
rate had no effect on creep rupture life and ductility. The effects 
of withdrawal rate on microstructure have not investigated since 
the creep properties were found to be independent of withdrawal 
rates investigated. 
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Alloy Stability. The long-term stability of the DS alloys 
with respect to sigma, mu, or eta phase precipitation were evalu
ated by examining microstructure of creep rupture test speci
mens tested at 871°C (1600°F) for 10,000 h. Microsections 
were prepared from the gage and the shoulder section of the 
test specimens. These sections were examined under an optical 
microscope. Thin foils were also prepared from the test speci
mens for transmission electron microscopy. The examination 
of these samples revealed no acicular sigma, mu, or eta phases 
(Fig. 8). After 10,000 h exposure at 1600°F, the gamma prime 
particles in the shoulder and gage section of the specimens have 
coarsened at the expense of secondary gamma prime particles. 
The gamma prime particles in the shoulder section were rounded 
while in the gage section were elongated perpendicular to the 
loading direction. 

It is well known that precipitation of acicular phases (sigma, 
mu, or eta) in an alloy during long-term service embrittles the 
alloy. To evaluate the effect of aging on toughness, round im
pact specimens were machined from the shoulder section of 
creep rupture specimens tested at room temperature after aging 
at 871°C (1600°F) for different times ranging from 0 to 10,000 
h. In the unaged condition, toughness of DS test bars is compa
rable to that of IN-738. The impact test results are presented in 
Fig. 9. Consistent with microstructural observations, the aging 
at 1600°F did not lower toughness of DS alloys. Toughness of 
both alloys were slightly increased as a result of aging. These 
results coupled with the observation of absence of acicular 
phases in the microstructure suggest that both SAS 3 and SAS 
4 heat are stable during long term service. 

Corrosion and Oxidation. Cyclic hot corrosion tests were 
performed at 815° and 871°C (1500° and 1600°F) on DS alloys 
along with IN-738. For these tests the specimens were sprayed 
with Na2S04 salt prior exposure to thermal cycles. The thermal 
cycle consists of 55 min at the test temperature and five min for 
cooling to the room temperature. The specimens were resprayed 
every 100 cycles of exposure. Cyclic hot corrosion behavior 
of alloys was evaluated by weight change measurements and 
metallography. Both weight change and metallography results 
indicated that the corrosion resistance of these alloys decreases 
in the order listed SAS 4, IN-738, and SAS 3. After 400 thermal 
cycles at 87 TC (1600°F), the depth of corrosion attack in SAS 
4, IN-738, and SAS 3 was found to be 60, 180, and 400 /im, 
respectively. 

Oxidation tests were conducted at 1850°F (1010°C) for 1200 
h. The specimens were cycled three times a day and for a total 
of 107 cycles. Following testing, metallographic samples were 
prepared and depth of attack in SAS 4, SAS 3, and IN-738 was 
found to be 58, 70, and 150 /an, respectively. These results 
show that the oxidation resistance of DS alloys is comparable 
to that of IN-738, if not better. 

Summary 
To develop a corrosion resistant DS alloy for land based 

turbine application, the solid solution strengthening (Ta, W, and 
Cr) and y' forming elements (Al, Ti) contents were selectively 

varied in IN-738 to enhance rupture life improvement following 
directional solidification. Following screening tests, two chem
istries (SAS 3 and SAS 4) were selected for a systematic study 
on castability, corrosion resistance, alloy stability, and mechani
cal properties evaluation. The following conclusions can be 
drawn from the results of this study. 

• SAS 3 and SAS 4 chemistries are castable. Castability of 
these alloys was demonstrated by casting a complex 
cooled 501 G row 1 blade. 

• These DS alloys offer 55°C (100°F) temperature advan
tage over equiaxed IN-738. 

• Hot corrosion and oxidation resistance of these alloys are 
comparable to that of IN-738. 

• The DS alloys are stable with respect to sigma phase 
precipitation. No sigma, mu, or eta phases were observed 
in broken creep rupture specimens which were tested at 
871°C (1600°F) and 172 MPa (25 ksi) for 10,000 h. 
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Steady-State Response of 
Continuous Nonlinear Rotor-
Bearing Systems Using 
Analytical Approach 
A continuous modeling of nonlinear rotor-bearing systems is presented in this paper. 
The shaft is treated as a distributed parameter system using Timoshenko beam theory. 
A close form, steady-state response of the system is solved analytically for the first 
time. For cubic nonlinear bearings, the response is composed of three components, 
synchronous vibration, subsynchronous, and supersynchronous vibration. The har
monic balance method is used to calculate the nonlinear bearing forces. Two examples 
of nonlinear rotor-bearing systems are shown to illustrate the analysis procedure 
and the nonlinear characteristics of the system. Solutions from simplified systems are 
also derived for comparison. 

Introduction 
Bearings in rotor-shaft systems generally possess nonlinear 

behavior. For example, the nonlinearity in ball bearings is due 
to Coulomb friction and the angular clearance between the roller 
and the ring. Yamamoto (1981) showed that the nonlinear force 
in single-row deep groove ball bearing is related to the third 
power of deflections. Ishida (1990) obtained the bearing force 
for double-row angular contact ball bearings and showed that 
they are related to the fourth power of deflections. 

A simpler model to describe a rotor-bearing system is to treat 
the whole system as a two degree of freedom rotor. Yamamoto 
et al. (1979, 1981, 1982) used the harmonic balance method to 
study the subsynchronous and supersynchronous vibrations of 
a two degree-of-freedom rotor mounted on nonlinear bearings. 
Further, Ishida et al. (1990), theoretically and experimentally, 
discussed nonlinear forced oscillations caused by quartic nonlin
earity in angular contact ball bearings. A good agreement was 
obtained between analytical results and experimental results. 

For more accurate modeling of the shaft, discretization meth
ods such as the finite element method are used to approximate 
the rotor systems as having a finite degree of freedom. Zhao et 
al. (1994) presented solutions for the imbalance response and 
stability of squeeze-film-damped nonlinear rotor bearing sys
tems using a collocation method together with a nonlinear least 
squares regression. Hahn and Chen (1994) analyzed a general 
squeeze film damped multi-degree-of-freedom rotor systems 
with motion dependent damper forces. 

Harmonic balance analysis was performed to obtain the fre
quency response of the system. Based on the finite element 
model of the shaft, Nelson et al. (1982) introduced the method 
of component mode synthesis to reduce the size of a large order 
rotor system of equations substantially and solved for forced 
response of nonlinear bearing systems. Later, in conjunction 
with the method of component mode synthesis, Nataraj and 
Nelson (1989) proposed a new quantitative method of estimat
ing steady-state periodic behavior in nonlinear systems, which 
was developed from the trigonometric collocation method, van 
de Vorst et al. (1996) analyzed self-excited oscillations of a 
rotor system supported by oil journal bearings using finite ele
ment model and component mode synthesis method. The gener
alized polynomial expansion method (GPEM), which is another 
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modeling technique, was introduced by Shiau and Jean (1990), 
Hwang and Shiau (1991), and Shiau et al. (1993) to nonlinear 
rotor-bearing systems. Compared with the finite element 
method, the GPEM requires less computing time without reduc
ing accuracy. However, this method is also a numerical approxi
mation by nature. 

The most accurate modeling of a rotor-bearing system is 
the continuous rotor-bearing system modeling using analytical 
methods. The shaft is treated as a distributed parameter system 
using beam theory and this results in partial differential equa
tions to describe the motion of the system. While this approach 
was used to model linear systems such as the work by Eshleman 
and Eubanks (1969), Zu and Han (1992, 1994), it is rarely 
used to model nonlinear systems due to the complexity of the 
analytical approach. Ishida et al. (1996) investigated nonlinear 
forced oscillations of a vertical continuous rotor with distributed 
mass. The restoring force of the rotor has geometric stiffening 
nonlinearity due to the extension of the rotor center line. Shaw 
(1988) studied transverse vibrations of a slender spinning beam, 
in which the nonlinear stiffness due to mid-line stretching and 
nonlinear inertia effects due to the rotation were considered. 
The only work found so far on nonlinear bearings is by Lee et al. 
(1993) who applied transfer matrix method, a semi-analytical 
method, in conjunction with the harmonic balance method to 
obtain the steady-state response of rotor systems with cubic 
nonlinear bearings. In their work, the shaft segment is modeled 
by Timoshenko beam theory. However, the global equations 
for the transfer matrix cannot be derived and a reformulation 
is necessary for different systems. In addition, a large number 
of unknowns are involved in their calculations. 

In this work, a continuous shaft-rotor system supported by 
nonlinear bearings is studied via analytical approach. The shaft 
is treated as a distributed parameter system described by Timos
henko beam theory and rotor wheels are modeled as rigid disks. 
In practical machinery, bearings may possess unsymmetrical 
nonlinearity. However, as a first step to model nonlinear bear
ings analytically, the bearings are assumed to have cubic stiff
ness and linear damping characteristics for simplicity. Thus, the 
bearing force components may be written as 

Fx = K\UX + K-$ux + Cux 

Fy = K\Uy + K^Uy + CUy , (1 ) 

where Kx and K3 are the linear and nonlinear spring force coef
ficients, and C is the linear damping coefficient. The harmonic 
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balance method is used and a close-form solution for steady-
state response of the system is solved for the first time. Two 
examples of nonlinear rotor-bearing systems are used to illus
trate the analysis procedure and system response characteristics. 

Analysis of the Shaft 
For a continuous shaft depicted in an inertial frame oxyz in 

Fig. 1, there are four generalized displacements when consider
ing the shear deformation and rotary inertia. ux and uy are the 
two transverse displacements along x andy-direction and \\ix, t//y 

are the corresponding bending angles. Introducing the complex 
variables, u = ux + iuy, i/< = tyx + i*l>y and the nondimensional 
space variable, t, = zll, the equations of motion of the rotating 
shaft based on Timoshenko beam theory (Zu and Han, 1992) 
are given by 

KG 
a + — W - u") = o 

pi 
(2) 

#-3*-4*" + fn7W-"'> = 0. (3) 
pi pi pll 

The relationship between the stress resultants and displacements 
in a complex form can be written as 

M(C, t) = Mx&, t) + iM,&, t) = £ # ' ( £ , t)ll 

G(C, 0 = &(£, 0 + ''&(?. 0 

ieAG(!«'(C,0-<K&. 0) , (4) 

where M(£, t) and fi(C> t) are the transverse bending moment 
and shear force at each cross section along the shaft. 

It is well known that the steady-state response of a linear 
rotor-bearing system due to rotating unbalance is a whirl orbit 
at the rotating speed, and this is called synchronous vibration. 
For a nonlinear rotor-bearing system, however, subsynchronous 
and supersynchronous vibrations also exist in the steady-state 
response. In the case of cubic nonlinearity, the dominant sub-
synchronous vibration is at the frequency of jf2 and the domi
nant supersynchronous vibration is at the frequency of 3D. 
Therefore, the solution to Eqs. (2) and (3) for steady-state 
response can be assumed as 

«(C t) = X Up(Oe"'n 

p p = 

p 

- 1 , 1 , - 3 , 3 . (5) 

Note that the solution is the suni of synchronous, subsynchro
nous, and supersynchronous component of vibration, where p 
is the harmonic number denoting each of these vibration compo
nents. Substituting Eq. (5) into Eqs. (2) and (3) , and decou
pling Up and typ yields the following equations: 

Dia. 

nonlinear 
bearing 

/7777T7- /7777T7-

Fig. 1 A shaft-bearing system with an intermediate rotor 

ipiU^ + iplu; + ip0u = o 

'pi / „2#p 4 ) + J , ! * / + / , 0 * = 0 

- l , i , - 1 , 1, - 3 , 3, (6) 

the coefficients lp0, lpi, lp2 are dependent on the harmonic num
ber p and the rotating speed f2; they are given by 

lp0 = ^GP 
P1 -*fi« ^ P

3 n 3 - P
2 n 2 

nAGy y 

ipX = — i + — )p2n2 - -r-^-pU 
p l2A\ KG

 y I pA 

*„2 = 
EI 

(7) [p2 pAl 

Equation (6) represents six sets of differential equations for 
different p values of the parameter. The solution to Eq. (6) , 
when y/i - 4/2/o > h is 

UP(0 = API c o s h OiO + Ap2 sinh (5^) 

+ Ap3 cos (s2Q + Ap4 sin (s2C,) 

* P ( Q = A'pi sinh (S&) + A'p2 cosh (s&) 

+ Ap3 sin (s20 + A;4 COS (S2Q, (8) 

where 

*i = 
'-/, + y/f - 4i270 

2i2 
s2 = 

\ + y/i - 4/2/0 

2k 

Apl ~ Api and A'pl ~ Ap4 in Eq. (8) are arbitrary complex 
constants. Of the eight constants, only four are independent. 
Their relationships can be obtained from Eqs. (3) and (5) as 

Ap\ — Cp\Ap\, Ap3 — cp2AP3 

AP2 = CpiAP2, Ap4 = ~cp%Api, (9) 

Nomenc la tu re 

A = cross-sectional area of the shaft 
C = linear damping coefficient 
E = Young's modules 
e = eccentricity of the unbalanced 

mass of the disk 
Fx3 = cubic term in bearing force along 

^-direction 
F

y3 = cubic term in bearing force along 
v-direction 

G = shear modules 
/ = transverse moment of inertia 

ID = total mass of the disk x\ 
Jp = polar moment of inertia of the 

disk 
Jz = polar mass moment of inertia x2 

Kj = linear spring force coefficients 
K3 = nonlinear spring force coeffi

cients 
Kb = stiffness of the shaft at the center 

/ = length of the shaft ipx, 
MD = total mass of the disk 

„ uy = transverse displacements along x 
and v-direction 

, yi = displacements of the bearings 
along x and y -directions for a 
Laval-Jeffcott Rotor 

, y2 = displacements of the disk for a 
Laval-Jeffcott Rotor 

K = shear coefficient 
p = mass density 
il = rotating speed of the shaft 

(/»,, = bending angles along x and v-
direction 
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where 

KG1 I 

1 f pi 
s2 \KG I 

Further determination of the four independent constants must 
be made from the boundary conditions, which involve nonlinear 
bearings and will be discussed in the next section. 

Substituting Eq. (5) into Eq. (4), the bending moment and 
the shear force are expressed by 

-i i - 1 , 1, - 3 , 3, (10) 
M(C, t) = ZMp(Oeipn' 

" P 

G(C. 0 = X QP(Oeipn' 
p 

where 

EI 
MP(Q = — (A'^si cosh (,«,£) + Ap2sx sinh (s,0 

+ A'pis2 cos (s2Q - A'p4s2 sin (s2t,)) 

Qp(0 = KAG ±A • , ) 1 A'pi sinh (•$,£) 

Separating the forward and the backward whirl components, 
Eq. (5) can be rewritten as 

« ( z . 0 = I (Up{Qeipil< + t/_,;(Qe-'>"')• (15) 
p= 1/3,1.3 

Introducing the following mathematical relationships, 

e'"n' = cos (pQ.t) + i sin (pSlt), 

e-'pn' = cos (pilt) - i sin (pQt), 

Eq. (15) can be rearranged to 

«(z. 0 = X [(£4„*(0 + »I/W(Q) cos (Pnt) 
(1=1/3,1,3 

+ (C/!;„(Q + iUspy(0) sin (pflr)]. (16) 

Ucpx = Re({7„ + U.p), Ucpy = lm(Up + U.p) 

Uspx = Im(£/„p - [ / „ ) , Uspy = Re(t/„ - V.„). 

In Eq. (16), u has been expressed such that the real and imagi
nary part can be easily determined. Thus, knowing that u = ux 

+ iuy, the displacement components, ux and uy, are obtained as 

uAz, t) = X (UcPAO cos (pfif) + Us„AO sin (pilt)) 
(1=1/3,1,3 

«y(z. 0 = S (t/cw(Qcos (pf2f) 

where 

V2 A^ cosh («,£) 
; J = 1 / 3 , 1 , 3 

+ Uspy(0 sin (pQt)). (17) 

i'2 
Ap3 + A'p3 sin (s2£) 

1(14 A^4 ) COS (A'2?) . (11) 

The solution to Eq. (6) for the case when can 
be obtained in a similar form and is not provided here. 

Nonlinear Bearing Forces 
It is necessary to express the nonlinear bearing forces in Eq. 

(1) in a complex form, compatible with the system equations. 
While the complex representation of the linear term in Eq. (1) 
is straight forward, it is not easy to obtain the nonlinear term 
in a complex form. Therefore, to simplify manipulation, sepa
rate the linear part and nonlinear part in Eq. (1) as 

Fx - Fx, + Fx3 

Fy = Fyl + Fy3, (12) 

where Fa and Fyl are components corresponding to the linear 
term in the bearing force and they can be easily expressed in a 
complex form by 

F, = F, + iFy = K,u + Cu. (13) 

Fx3 and Fy3 are components corresponding to the cubic term in 
the bearing force and they are given by 

FX3 - K3ux 

F„3 = K^Uy . (14) 

Due to the nonlinearity in Eq. (14), it is impossible to directly 
combine Fm and Fyn into a complex form. It is necessary, there
fore, to split u back into ux and uy through Eq. (5) so that ux 

and uy can be expressed in terms of space and time variables. 

Equation (17) can be used to compute the nonlinear term of 
the bearing forces in Eq. (14). Using the harmonic balance 
method (Nayfeh and Mook, 1979), which assumes that the 
harmonic components of the bearing force are the same as those 
in the displacement response, the nonlinear bearing forces can 
be calculated as 

F,„ = K3u\ (z, t) ss £ (Fcpx cos (pOO + Fspx sin (pQt)) 
()=1/3,1,3 

Fy„ = K3u]{z, t) » X (Fq,y cos (pftt) 
J>=1/3,1,3 

+ Fspy sin (pQt)), (18) 

where 

Fcinx = K3[l.5UcUucillx + 0.15Uclx(UcU3x - £7.t 1/3*) 

+ 0.75£7,1/3;t([/c
2

1/3, + U2
U3x + 2 1 W I / , U 

+ 2(U2.3x + Uhx+ t / L ) ) ] 

FS1/3A = K7,[l.5(Ue.ixUsl/3x — UclxUcH3xUsUix) 

+ 0J5(U2
uix(UsU3x + UsU) + UsU3x(U

2
ll3x 

- U,mxU,u + 2(U2
cix + U2

3x + U2
]x))] 

Feu = J [3t7t
3

u + 3U2
clxUc3x + 6Ucix(U

2
cll3x + U2

l/3x 

+ U2
3x + U2

3x + Us3xUslx + 0.5U2
U) + Uluix 

— 3(Ucl/3xUsU3x + Uc3xUsy3x)] 

+ 3U2
cU3x(UsU3x + 2Uslx) - U]U3x + 6U2

lt3xUslx 

+ 6U.,x(U
2
c3x + U2.3x - Q.5(Us3xUslx - U2

lx))] 
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Fc3x = ^[U3
clx + 6U2

clxUc3x 4 
3UclxU

2
slx + 6Uc3x(U

2 

+ U2
U3x + U2

sU + 0.5(U2
c3x + U2

ix))] 

Fs3x = ^ [3Uclx(2Us3x + U)lx) + 6Usix(U
2
cll3x + U2

U3) 4 

+ 3Us3x(U
2
3x + U2

3x) + 6Us3xU
2

lx (19) 

Coefficients Fcpy and Fspy can be obtained as well and they are 
expressed similar to Eq. (19) by simply changing all x sub
scripts in Eq. (19) to y subscripts. 

With Fx3 and Fy3 obtained from Eq. (18), it is easy to com
bine them into a complex form. Using the following relation
ships 

(10), and (21) and equating the coefficients of the ith terms 
associated with eipi1' leads to 

Mp(0) = 0 

G„(0) = (Ki + iCPn)U„ + Fp(0) 

tf„(5) = 0 p = - | , 5 , - l , l , - 3 , 3 

where 

g , 4 ) = MDp2n2UpC2) + 6lpMDeQ2, (25) 

1 when p = 1 

0 when p =£ 1 

cos (pttt) = -(eip"' + e-"*1'), 

sin (pflt) = - - (eip"' - -ipftt (20) 

and substituting Eq. (20) into Eq. (18), the following complex 
nonlinear bearing force is obtained as 

F„ = F„ + iFyn = I {Fpe
ipn< + F.pe "'>"') (21) 

p = l/3,l,3 

in which 

' P 2IA "cpx T rspy) ~r l\rcpy ^xpxJ] 

"—p 2*-^ cpx "spy) ' <-\rcpy ' "spX)i 

The total complex bearing force is then 

F = F, + F„. 

P = i 1, 3. (22) 

(23) 

With expressions generated to calculate the steady-state re
sponse of the system, bearing forces and stress resultants of the 
shaft, appropriate boundary conditions can then be applied to 
determine the unknown constants in the expressions. Two exam
ple systems are analyzed to illustrate the procedure and typical 
results. 

It should be mentioned that a nonlinear rotor system may 
exhibit chaotic behavior or multifrequency behavior that is not 
accounted for in the harmonic balance solution procedure. In 
addition, harmonic balance method is accurate only for small 
vibrations. Therefore, the solution method shown above has 
certain limitations. 

Laval-Jeffcott Rotor 
The first example is a shaft supported by two ball bearings 

at the two ends and a central rigid disk, as shown in Fig. 1. Each 
bearing is assumed to have cubic stiffness and linear damping 
characteristics expressed by Eq. (1). Considering the symmetry, 
the system degrees of freedom can be reduced by a factor of 
two. The boundary conditions can then be written as 

M(0, t) = 0 

g(0 , 0 = F,(o, t) + F„(0, t) 

<A(i 0 = 0 

g ( i , 0 = -MDu{\, t) + MDett2ein'). (24) 

In this example, there is no influence from the gyroscopic mo
ment and the moment of inertia of the disk because the disk is 
located at the symmetric point of the system. Using Eqs. (5), 

is the Kronecker Delta function. Fp(0) is obtained from Eqs. 
(22) and (19) by letting C, = 0. Substituting Eqs. (8) and 
(11) into Eq. (25), the algebraic equations involving the four 
unknown complex constants Apl ~ ApA are 

CpiSiAp, + cp2s2Ap3 = 0 

-(£ , + iCpQ.)Api + KAG\ Cp\ )Ap2 

- {Kx + iCpQ,)Ap3 + KAG( y + cp2 \Ap4 FP(0) 

cpl sinh ( — )Apl + c„, cosh y W + cp2sin ( y )Ap3 

<-p2 ' 
Si 

Ap4 = 0 

™(4- CPA sinh (y ) - MDp2Cl2 cosh ( - j AP 

+ KAG( —" - Cpi J cosh | 
^ ) - M D ^ s i n h ( f ) ~ 

- KAG\ y + cp2 j sin ^ ) + M o P W c o S ^ ) 

+ KAG\ — + cp2 1 cos (f)-^sin(f^ 

= 8tpMDe£l 2 

V2 

1P3 

(26) 

Note that due to the complexity of Eq. (19) in which Fp is 
a function of Up, Fp(0) is a highly nonlinear function of Apl 

~ Ap4. Since the harmonic number p has six values, p = - 5 , 
j , —1, 1, - 3 , 3, Eq. (26) represents six sets of a system of four 
nonlinear algebraic equations corresponding to six sets of four 
unknowns A pi Ap4 (P = -1, 1, - 3 , 3). Solving Eq. 
(26) using the quasi-Newton method for each set, all 24 com
plex constants Api ~ Ap4 (p = -\, \, - 1 , 1, - 3 , 3) can be 
determined. Furthermore, substituting these constants back into 
Eqs. (8) and then Eq. (5) , the steady-state response for dis
placements u and IJJ can be obtained. 

In order to verify the solutions, a simplified system is ana
lyzed below, in which only the stiffness of the shaft is consid
ered while the mass of the shaft is ignored. The equations of 
motion for such a system are 
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KiXi + Cxx + K-±x\ 
Kh 

Kb 

(x2 - xx) = 0 

Kiyi + Cyx + K3yi - -j (y2 • y i ) = o 

MDx2 + Kb(x2 - Xi) 

MDy2 + Kb{y2 - yx) 

•• eMDSl2 cos Qt 

eMDQ,2 sin Qt. (27) | 

For easy and simple solution form of the simplified system, 
assuming that there is only synchronous whirl, the displacement 
of the bearing at point A and the displacement of the disk at 
point B can be obtained explicitly as 

eMDn2 + K„UB n, 
UA Kb-MDQ2 e 

uB = UBe'n' 

U„ = 
- K3A% + ( AT, K„ 

2 1 - r Al 

Kh er 
2 1 - r 

+ / 2 C " A ^ - 1 ) (28) 
eKbr 

in which r = Q,2lu)2
n and u>„ = iKbIMD. AB corresponds to the 

amplitude of the displacement at point B and is determined from 
the following nonlinear algebraic equation. 

)AB c2n2Al + -K,Al+ ( K , - ^ ^ — 
4 \ 2 1 - r 

Kh er 

2 1 - / 
(29) 

Numerical simulations are carried out to show the nonlinear 
effect of the bearings on the dynamic characteristics of the 
system. The basic parameters used in the simulations are listed 
in Table 1. Figure 2 shows the frequency response of the system 
for various values of K3 which represents different nonlinearity 
in the bearings. The maximum amplitude on the shaft, which 
is at the middle where the disk is located, is plotted against the 
rotating speed !T2. Due to the sharp increase in the amplitude 
at the resonance, plots are shown only near the synchronous 
resonance. Results from the simplified analysis are also pre
sented for comparison. It is seen that the agreement is very 
good for linear bearings when K^ = 0. In the case of nonlinear 
bearings, where K3 = 1.0 X 10" and tf3 = -1 .0 X 10" , 
there are some deviations from the previous full solutions. This 

Table 1 Physical parameters of a shaft-bearing system 
with an intermediate rotor 

75 80 85 

Rotating Speed £i (rad/s) 

Fig. 2 Frequency response for various K3 

implies that the pass of the shaft has a significant influence on 
the system dynamic characteristics of the system for nonlinear 
bearings than for linear bearings. It is observed that having 
nonlinear bearings in the system increases the maximum dis
placement substantially. This is because the support from the 
bearings becomes stiffer with the incorporation of nonlinear 
bearing effects associated with AT3. Therefore, there is less vibra
tion isolation from the bearings, resulting in larger vibrations 
at resonance at which vibration reaches its peak value. Similarly, 
the response curve at resonance becomes sharper for the nonlin
ear bearings. As the bearing becomes stiffer, the damping effect 
becomes smaller, causing a sharper peak at resonance. Another 
phenomenon noticed is that the peak shifts to the right from 
linear bearings to nonlinear bearings. For linear bearings, the 
resonant frequency is at Q = 78.4 rad/s, which is the fundamen
tal natural frequency of the linear system, and for A"3 = 1.0 X 
10" , resonance occurs at fi = 78.8 rad/s. 

For nonlinear bearing systems, multiple valued displacements 
may occur under certain values of K^. For example, in Fig. 3, the 
frequency response related to K^ = 1.0 X 109 N/cm3 displays a 
jump in the curve. Curve 1 - 2 - 3 is generated when the amplitude 
is computed step by step from a lower rotating speed to a higher 
speed while curve 4 - 5 - 6 is plotted when the calculation is carried 
out from a higher speed to a lower speed. It is shown that these 
two calculations result in different amplitude values at the same 
speed, for example, points 5 and 3 and points 6 and 2. The trend 
of the missing data is indicated by the arrows on the plot. Results 
from the simplified solution are also shown in Fig. 3 in dotted 

Shaft 
e 

, 0 . 

Young's modules E 2.07e7 N cm"2 a) 
• 0 

Shear modules G 8.1e6 N cm - 2 3 

Shear factor K 0.68 Q . e < Density p 7.75e-3 kg cm"3 
Q . e < 

Length L 15 cm 
Diameter 1.2 cm 

Rotor 
Mass Md 60 kg 
Polar moment of inertia 2000 kg cm2 

Transverse moment of inertia ID 1000 kg cm2 

Eccentricity e 0.006667 cm 
Bearing 

Linear stiffness K, 1.5e4 N/cm"1 

Linear damping C 600 N s cm"1 

77 77.5 78 78.5 79 ; 

Rotating Speed £2 (rad/s) 

Fig. 3 Frequency response when Ka = 1.0 x 10s N/cm3 
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lines, where a similar phenomenon is displayed. This jump phe
nomenon is due to the unstable solution at the region. A thorough 
stability analysis was provided by Zhao et al. (1994) for an 
squeeze-file-damped nonlinear rotor bearing systems, where a mul
tivalued response was also observed. 

The whirl orbits at both points A and B are shown in Fig. 4. 
The orbit at the location of the rotor, point A, is similar to a 
circle. However, the orbit at the location of the bearing, point 
B, is much deviated from a circular path, which is attributed to 
a strong influence from the nonlinearity of the bearing. Recall 
that the nonlinear response of such a rotor-bearing system is 
composed of three components, synchronous vibration, sub-
synchronous vibration, and supersynchronous vibration. Al
though each of these components at point B projects a circular 
orbit as shown in Fig. 5, their combination forms a noncircular 
motion. From the magnitude of each component in Fig. 5, it is 
clear that the influence from the synchronous motion on the 
total system response is the strongest while the influence from 
the subharmonic motion is the smallest. 

Overhung Rotor-Bearing System 
The second example is a single disk overhung system sup

ported by two end ball bearings and having an end disk, as 

2.5 

1.5 • 

0.5 

-.50 

-1.5 

-2.5 

- 3 - 2 - 1 0 1 2 3 

(a) Whirl orbit (cm) with ATj=1.0xl0" N cm'1 at point A 

1 T " • ' • I " " " ' 

f •y 

\ 

I 0 X J 

X10'J 

3 • f '" ^ 
2 • i •y 

1 • • 

0 x 
-1 • 

- 2 • 

-3 I: 
-A - . 

x10'J 

(b) Whirl orbit (cm) with A > 1 . 0 x l 0 " N cm'1 at point B 

Fig. 4 Whirling orbits at point A and point B 

• • y ^ 

—* 
o x 

2 .. 
X10"' 

(a) Whirl orbit (cm) of subsynchronous vibration with Ks=l.0xl0" N cm"1 

x1(T 

( 

V 

.—" 

0 

' 

y 

^ ( 

V 

.—" 

0 

' ,,---J 
2 4 

X10'3 

(b) Whirl orbit (cm) of synchronous vibration with Xj=1.0xl0M N cm'1 

X10"* 

-0.5 0 0.6 1 
X10'3 

(c) Whirl orbit (cm) of supersynchronous vibration with Aj=1.0xl0" N cm'1 

Fig. 5 Whirling orbit at point B for each harmonic component 

shown in Fig. 6. The boundary conditions of this system are 
given by 

M(0, 0 = 0 

fi(0, 0 = F/(0, 0 + F„(0, 0 

M(l , 0 = - / D ^ ( 1 , t) + i(Jpn)ty(l, t) 

Q ( 1 , 0 = eMDQ.2eint - F,(l , t) 

- F „ ( l , t)-MDu{\, t). (30) 

Following the same steps as in the first example, the four nonlin
ear algebraic equations to solve for ApX ~ Ap4 (p = —5, j , —1, 
1, —3, 3) can be obtained from the boundary conditions, Eq. 
(30). They are 

cpXsxApi + cpls2Ap-i = 0 

- ( * , + iCpOjA,, + KAG[ Y - cpl )Ap2 

S2 
- {K, + iCpQ,)Ap3 + KAG[ -j + cp2 )A„4 = F„(0) 
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EI 

y *t L 

•A < B * < 
D i a . •A 

Z 
< B * < 

D i a . •A 

i 

•A 

j 

•A 

Fig. 6 A shaft-bearing system with an end rotor 

cpls, cosh (sx) - (IDp2Q.2 - Jppil2)cpi sinh 0 0 i p i 

EI 
— c,,iSt sinh 0 i ) - (IDp2Q,2 - JppQ2)cpl cosh (s,) 

0.010 - • Accurate (K3=0) 

/ \* — Simplified (K3=0) 

-p. 0.008 • /• \ 
/ \* 

•S-
0) 
3 0.006 • 

E 
< 0.004-

0.002 

0.000 • 1 1 1 1 1 1 1 

60 70 80 90 100 110 120 130 140 

Rotating Speed Q (rad/s) 

Fig. 7 Frequency response tor linear bearing system 

x Ap2 + 
EI 

cp2s2 cos 0 2 ) - (IDp29.2 

i„pQ.2)cp2 sin (s2) Api + E I • , , 

— cp2s2 sin (s2) 

+ (IDp2Q.2 - Jpp£l2)cp2 cos (s2) 

KAG[ — - c„) sinh (s,) + (K + iCpSl 

Ap4 = 0 

Apl + - MDp2Q,2) cosh (si) 

+ (Ki + iCpQ - MDp2n2) sinh (st) 

KAG[ —cpX ) cosh( i i ) 

1„2 

KAG[ — + cp2 ) sin (j2) - (# , + iCpQ 

MDp2Q,2) cos (s2) A„3 + ^ £AG — + cp2\ cos (*2) 
V I 

+ (K{ + iCptl - MDp2Q2) sin (*2) > 4 

= SlpMDen2. (31) 

Similar to the first example, a simplified model is introduced 

Table 2 Physical parameters of a shaft-bearing system 
with an end rotor 

Shaft 
Young's modules E 
Shear modules G 
shear factor K 
Density p 
Length L 
Diameter 

Disk 
Disk mass Md 
Polar moment of inertia 
Transverse moment of inertia ID 
Disk eccentricity e 

Bearing 
Linear stiffness Kx 
Linear damping C 

2.07ell Nm"2 

8.1el0 N nr2 

0.68 
7750 kg m"3 

1.0 m 
0.1 m 

2.0e3 kg 
200 kg m2 

100 kg m2 

0.001 m 

1.5e7 N/nT' 
17,200 N s in

fer comparison, in which the shaft is assumed massless and 
only the synchronous whirl is taken into account. The maximum 
amplitude AA at point A can be obtained from solving the follow
ing nonlinear equation. 

C2n2A2
A + [\KiAA + KXAA - MDQ2AA]2 = e2M2

nQ,\ (32) 

The physical parameters used in the simulations are listed in Table 
2. The amplitude of maximum displacement versus the rotating 
speed for linear bearings and nonlinear bearings (Kj = 1.0el2) 
are shown in Fig. 7 and Fig. 8, respectively. The maximum dis
placement for this system occurs at the location of the disk. Results 
from both the general solution and the simplified solution are 
presented. Opposite to the trend in the first example, the displace
ment for the nonlinear bearings is smaller than for linear bearings. 
Note that the disk is mounted right at the location of the right 
bearing, thus the nonlinear bearing, which increases the stiffness, 
provides more constraint to the vibration of the disk. In Fig. 8, it 
is also found that the existence of nonlinear bearings in the system 
may induce multivalued components in the frequency response. 
The response will increase monotonously along curve 1 - 2 when 
the steady-state responses are calculated from a lower speed. Con
versely, when the calculation is performed from a higher to lower 
speed, curve 3-4 is obtained. Another peculiar phenomenon is 
that corresponding to the resonant frequency for a linear bearing 
system, there is no resonance in that frequency range for the system 
with nonlinear bearings. 

The whirl orbits at the disk location are given in Fig. 9 for A"3 

= 1.0 X 1012 and Q = 300 rad/s. There are two displacement 
values corresponding to this rotating speed. The whirling orbit 

( 
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Fig. 8 Frequency response for nonlinear bearing system when K3 - 1.0 
x 1012 N/cm3 
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Fig. 9 Whirling orbits at point A for multiple value displacements 

obtained from the smaller amplitude value is plotted in Fig. 9(a), 
where the shape is a circle. The orbit obtained from the larger 
amplitude value is plotted in Fig. 9(b), where the shape of the 
orbit is changed to a square orbit. This noncircular orbit is caused 
by sub and super synchronous vibration for nonlinear bearing 
systems, as mentioned by Lee et al. (1993) and Zhao et al. (1994). 

Summary and Conclusions 
The steady-state response of typical shaft-rotor systems 

with nonlinear bearings is solved analytically in the paper. 

The shaft is described by a continuous modeling using 
Timoshenko beam theory and the rotors are considered as 
rigid disks. Ball bearings with cubic nonlinearity are studied 
in the analysis. For such nonlinear systems, the steady-state 
response consists of synchronous vibration, subsynchronous 
vibration, and supersynchronous vibration. The harmonic 
balance method is used to obtain the steady-state solution. 
Two examples of nonlinear rotor-bearing systems are illus
trated to show the nonlinear effect. Solutions from simpli
fied systems are also given for comparison. It is found 
that there may exist multivalued displacements for systems 
with nonlinear bearings. The displacement of the disk for 
nonlinear bearings may increase or decrease from that of 
linear systems depending on the location of the disk. The 
steady whirl orbits of linear systems are circular while the 
orbits for nonlinear systems may change to a noncircular 
shape. 
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Characterization of Laws of 
Friction in the Context of Engine 
Blade Dynamics 
Experience has shown that energy dissipation due to rubbing at interfaces of 
engine blade shrouds provides damping of bladed disk assemblies. An accurate 
estimate of such damping has been a subject of study for more than a decade. The 
most difficult parameter that influences its accurate calculation pertains to an 
appropriate definition of the laws of friction that relate the rubbing motion with 
the forces induced. This paper develops an analysis that leads to a mathematical 
relationship between the forces of friction damping at a vibrating interface and 
the corresponding relative motion. The analysis permits calculation of forces at 
the interface if the displacements are known or vice versa. The equations are cast 
in terms of relative motion between mating shrouds so that degenerate cases of 
fully locked and freely slipping can be calculated. Examples are given showing 
simulation results obtained using discrete structural models. Extension of the anal
ysis to the case of a full assembly is discussed. 

Introduction 

Among the most expensive parts that comprise jet engines 
are fan, compressor, and turbine blades. In advanced engines, 
the number of these blades may be as large as a thousand, with 
a wide variety of aspect ratios. Some of these blades are 
shrouded either at part span or at the tip. The failure of these 
blades during development testing continues to be of major 
concern, and leads to delays in certification and prohibitive 
development costs. During service, such failures could lead to 
loss of life and equipment. Thus, the durability of blades is at 
the heart of structural integrity of the powerplant as well as the 
aircraft. 

While shrouds are designed primarily to provide additional 
stiffening to avoid resonance and flutter, experience has shown 
that energy dissipation at these interrupted interfaces has the 
potential to provide damping. An accurate estimate of such 
damping has been a subject of study for more than a decade. 
Among the parameters that influence an accurate calculation, 
the most difficult parameter has been an appropriate definition 
of the laws of friction that are needed to relate the displacements 
with the forces induced at the interrupted interface. The purpose 
of this paper is to develop a basis for an analytical model that 
along with high-quality time history data, will help define the 
laws of friction for use in analytical design systems. 

The potentials of dry friction at interfaces of vibrating compo
nents leading to damping of vibratory stresses have long been 
recognized. While rubbing at interfaces leads to energy dissipa
tion, material removal leading to fretting fatigue can also occur. 
The ideal solution is to coat the interfaces with a material that 
allows rubbing but prevents surface deterioration. Such a re
quirement cannot be met unless one is able to design the compo
nents taking into account the influence of friction forces at 
rubbing interfaces. 

Friction at interfaces, especially in vibrating components, is 
a complex mechanism in which a host of parameters control the 
motion. In addition to the properties of the contacting surfaces, 
normal loads that hold the surfaces together, frequency of vibra-
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International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received by the ASME Head
quarters February 6, 1998. Paper No. 96-GT-379. Associate Technical Editor: 
J. N. Shinn. 

tion, temperature, etc. can all be influential. The relative impor
tance of these parameters in a vibratory environment needs to 
be established so that the scope of any analytical effort may be 
estimated. 

Among the multitude of important issues in this field, the 
primary issue is in regard to the laws of friction, i.e., what is 
the nature of the relationship between stresses at an interface 
and the displacement of vibrating components? The emphasis 
here is to establish functional forms of laws of friction relevant 
to vibratory rubbing at mating interfaces. 

As stated earlier, accurate calculation of resonant frequencies 
and mode shapes of bladed-disk systems requires proper defini
tion of boundary conditions at shroud interfaces. As discussed 
by Srinivasan et al. (1978), (a) red-line speeds of engines 
cannot be set with confidence unless the vulnerable frequencies 
are known a priori and, (b) amplitudes at resonance and flutter 
speeds cannot be determined because accurate mode shapes are 
required in calculating, for example, work done per cycle of 
vibration. Research efforts by Srinivasan (1983a, b) , Griffin 
(1991), and Menq (1986a, b) have underlined the need to 
develop a fundamental understanding of the dynamics of inter
faces. Without a proper resolution of the issues alluded to above, 
designers will have no alternative to guessing damping coeffi
cients for use in an analysis. The forces of friction are not of 
the viscous type. They are not even a Coulomb type as has 
been recently established by Menq et al. (1986b). In fact, Cou
lomb never intended his law to be used in calculating elastic 
contact. 

An excellent review of much of the relevant literature may 
be found in a paper by Oden and Martins (1985), which also 
presents some original models and results. A careful reading of 
this work serves to underscore the difficulty in analyzing fric
tion-related phenomena in "real" systems, stemming largely 
from the need to decide a priori what parameters are important. 
In the context of bladed systems, researchers cited in the preced
ing paragraph have addressed this with experimental and analyt
ical programs (see, for example, the papers by Menq et a l ) , 
and the analysis of system response given a friction model 
appears to be well understood. Attention has largely turned to 
a careful investigation of when certain effects are important, 
e.g., is the stick-slip, which can dominate rectilinear response, 
important when relative motion is expected to be circular or 
elliptic (Srinivasan, 1984d; Griffin and Menq, 1991). 
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Compared to the forward problem of finding response given 
a friction model, the inverse problem of fitting a model to exper
imental data is significantly less mature. While the references 
cited above present some results, there is clearly a need for a 
direct attack on this problem outside the setting of a particular 
analytical technique and at a level of rigor and on a scale such 
that the findings are directly applicable to full-scale bladed disk 
systems. The friction models identified by such a study should 
be immediately useful to existing techniques and codes, thus 
facilitating solution of the response problems arising in design 
and in life prediction. 

Advances in dynamic analysis of structural systems with rub
bing interfaces have been hampered because of a lack of knowl
edge pertaining to the accurate representation of boundary con
ditions at interfaces. Clearly, the dynamics of substructures (in
dividual components) of a system can be both calculated and 
measured. Similarly, the dynamics of the entire system can be 
measured but calculations can be made only on the basis of 
assumptions in regard to the nature of friction. While the devel
opment of analytical friction models based entirely on theory 
is beyond the scope of current research efforts, developing func
tional forms based on data appears feasible and useful to fill 
this important knowledge gap. Thus, our research is aimed at 
developing dynamic friction models on the basis of examining 
data from carefully controlled laboratory tests. 

Analysis 

While the overall research strategy can be broken down into 
a combined experimental and analytical approach, this paper 
will address the basics of the analytical aspect. Some numerical 
results are included to demonstrate its capability for application 
to bladed-disk assemblies. 

The analytical approach discussed here is aimed at deriving 
a mathematical relationship between the forces of dry friction 
damping at a vibrating interface and corresponding relative mo
tion. A functional relating them may be allowed for a complete 
solution of the dynamics of the system. Alternatively, if the 
displacements are known, the forces can be computed or vice 
versa. Clearly, measurements of relative motion are much more 
feasible, in both laboratory testing as well as in rig or engine 

TIME VARYING TRACE 

X-Y TRACE 

TIME SCALE: 1 msec/div 

Fig. 1 Measured shroud displacements (Srinivasan et al. 1984) 

% 

INTERFACE 

t\t HL 

BLADE DEGREES OF FREEDOM, qa 

Fig. 2 MDOF system with internal interface 

testing, than the vastly more complex measurement of interface 
forces. This paper emphasizes that as the preferred option, and 
serves as a basis for all future experimental programs that may 
shed some light on the laws of friction. The advantages of such 
an approach, as will be seen below, are that several laws of 
friction may be examined for their suitability in the light of 
experimental data. 

This analysis would make direct use of the type of data 
illustrated in Fig. 1. These traces were obtained using an LED-
photodetector device, described in the report by Srinivasan et 
al. (1984). 

Equations of Motion. For the hypothetical multi-degree-
of-freedom system with an internal interface, shown in Fig. 2, 
assume that, in addition to possible external loads / , there act 
at the interface equal and opposite damping forces Q and —Q, 
i.e., the net forces are 

and 

-Q + f» 

+Q + fc 

(1) 

(2) 

where all such forces have been stacked into vectors, and let 
Fa denote the forces associated with the internal degrees of 
freedom a. 

Presuming classical damping everywhere, except at the inter
face of interest, the equations of motion of this system can be 
written as 

Mffi 

0 
0 

0 0 
ML 0 

0 Mcc 

K, 

^-*aa *^ab ^ac 

rT r r 
^ lib *--bb *^bc 

rT rT r 
*~*(ic *-* be *^cc 

K,,;, Kj,t K(,c 

K„c K(,c K 
cc 

or simply 

Mq + Cq + Kq = F. (4) 

We desire to consider the relative displacements at the inter
face, 

q* (5) 

(where q„ and qh represent the two sides of the interface, and 
these vectors will always be of the same length), and therefore 
substitute this vector for qb; this is just a linear transformation 
with no constraints on the system. Thus, 

I 0 0 
0 I 0 
0 I I 

= Tq, (6) 
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where 

1 0 0 1 q« 
0 I 0 >q = \ (ib 
0 I I e 

The transformed equations of motion are 

TTMTq + T'CTq + T rKTq = T 7 F. 

Performing these operations leads to 

(7) 

(8) 

0_ 
0 

0 ! o 
_M(*+_M«. \M_c_ 

M,,, ~ |M c r _ 

I 

'lib Cbb + Cbc i Ci,i_+ C„. 
*~ c ^ be ~ ^-'cc I 

K„„ K„j, + K, K„, 

K 
ab_ JV;& + J^6c_ ' '^j>c_ +_/V< 

Kj,c + K.cc i Kcc 

(9) 

Note that if the structure is continuous, e = 0, and the equations 
of motion for that case (the first partition) are correct. 

If we use the partitioned forms of the equations of motion 
with the first partition designated by the subscript A and the 
second by the subscript e, 

AA MM~ M _i_ 
CAA C/ c 

L M £ £ _ Wr 

+ M/l KAe 

ME K M _ { {?HoU '-»' 
Conversion to Modal Coordinates. We desire to work 

with modal variables rather than the variables qA. Modal trans
formations are made by using the eigenvectors obtained by 
suppressing e, and solving the undamped free vibration problem 

MAAqA + KAAqA = 0. (11) 

Using the results of the corresponding eigenproblem, we form 
the diagonal matrix [w2] of eigenvalues and the modal matrix 
<E> of eigenvectors. The orthogonality of the eigenvectors can 
then be expressed 

and 

# 7 M * = [mf] 

$ 7 K $ = [mfw
2], 

(12) 

(13) 

where the matrices [m, ] and [miCJJ] are diagonal. Under our 
original assumption of classical damping, we have also 

* r C * = [2m&w,]. (14) 

Note that we are using the eigenvectors of the continuous sys
tem, and that the transformation will not be complete unless 
MAA is of full rank. 

We now introduce the change of coordinates that are 

$ 0 

0 I 
(15) 

After the transformation is performed, 

[m,] $'MA£ 

MJ«$ M££ Cj £ $ C££ 

[m.ujf] $7KA £ 

K L * K££ 

1 = { ^ 
J IQ + I 

(16) 

and expanding these equations we get 

[m,]i) + $7MA£e + [2m,^,w,]r, + $rCA£e 

+ [m,ujUv + ®TKAfe = Q^A 

ML$r) + Mt£e + CL®*! + C«e 

+ Kl^rj + K«e = Q + fc. 

(17) 

(18) 

These equations may be solved if the interface forces Q are 
known (or if a function relating them to the other variables is 
known) or if e is known. Note that a common approach is to 
assume Q = De and to solve for the damping matrix D. More 
generally, we may seek a function Q = Q(e, e). 

A Simplified Problem. We now presume that there is only 
one interface degree of freedom, Mcc = 0, and there is no 
internal damping in the system. Then, Eqs. (17) and (18) reduce 
to 

[m,]i) + [niiuUv = ^T^A - $7KA£e (19) 

KL&T! + K££e = Q. (20) 

We wish to solve these for interface forces Q for a prescribed e. 
We assume the modal external forces are of the form 

<I)7FAe'!!', where 4>7FA is real, and, hence, 

„i(nr+0) (21) 

where e is complex (with damping in the system displacements 
are, in general, not in phase with applied external loads). The 
solution for r\ will take the form 

V nein', (22) 

where 77 is complex. 
Solving (19) leads to 

V = [[m/]([w?] " [n 2 ] ) ] - ' ($ 7 f A - <I>7'KA£e). (23) 

By substituting into (20) it can be shown that 

Q = [ K L * [ [ H » / ] ( [ W ? ] - [ f i 2 ] ) ] - 1 * ^ 

+ ( -KL$[ [m, ] ( [w?] - m 2 ] ) ] " 1 * 7 ^ + K J t e ' V " ' . 

(24) 

We observe that 

$[[m,]([w2] - [ f i 2 ] ) r ' $ T = a (25) 

is the dynamic flexibility matrix for the system, and, hence, 

Q = KlaFAeia> + (~KlaKAt + Ktc)ie
lin,+*\ (26) 

It is clear that a knowledge of vibratory motion at the interface 
leads to a computation of the damping forces. 

State Space Formulation. In an experiment designed to 
lead to the calculation o f Q = Q(e, e), one would apply one 
or more known external loads and measure e, subsequently 
finding Q from Eq. (18). With the time history of e and the 
corresponding Q in hand, an appropriate functional form can be 
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sought or candidate forms compared. For simulation purposes, 
however, no such time history of relative displacements is avail
able. We are left with the choice of explicitly specifying e(t) 
or prescribing some kinematic relationship in order to generate 
realistic input data and calculate Q. Both avenues will be pur
sued below. 

For simplicity, the integration of Eqs. (17) and (18) is carried 
out in state space. Returning to the general case and solving 
Eq. (17) for 77 gives 

77 = [m,]- '(*7* ,„ 

- [m,-w?]77 

$7MAeg - [2m,Cw,]?7 - $TCAee 

- * X « e ) . (27) 

Defining the state vector {77 Tf]T}T leads to 

0 I 

[w?] - [ 2 i > , ] . -I- •1 
0 

[ m , ] - 1 * ^ - [mi]-l<&T(MA-e + CAee + KAce) 

Fig. 4 Response of 5-DOF system to forced relative displacement e 

(28) 

If we assume some convenient form for t{t), this equation can 
be integrated by any of several common techniques. Computa
tions for the examples that follow were made using a Runge-
Kutta routine available in the Matlab software package. 

As an alternative to simply making up the displacement his
tory normally required as input data, we can specify the ratio 
of displacements at the interface, i.e., let 

Pqb. (29) 

We might expect P to be a diagonal matrix or even a scalar 
on physical grounds, but this is not mathematically necessary. 
Then, 

e = <ic - q* = (P - i)q*. (30) 

and noting that 

qb = [0 I] $77, (31) 

we can write 

e = (/3 - I)[0 I]$r7. (32) 

Substituting this into Eq. (28), and using the following defini
tions: 

r , = I + [ m / ] - 1 $ , M A e ( / 9 - I ) [ 0 I ] * (33) 

T2 = [ 2 i > , ] + [M^-^CAAP ~ I)[0 I ] * (34) 

V l ^2 93 r r r 
§AAr_LFVVbilA/vr! 

100 200 50 i 

A/VOA/Vf 
L L 

94 ^5 

Fig. 3 Five-DOF system of example 1 

T3 = [UJJ] + taJ-^X^ - I)[0 I ] $ (35) 

we obtain 

r? = -rr'r2r) - rr'rv? + r r V . r 1 ^ . (36) 
Hence, for assumed motion in the form of Eq. (29) we need 
to integrate 

o i 
-rvr3 -rr'r2 {;} 

0 

(37) 

Examples 

Two discrete systems are simulated here, with the interface 
relative displacement specified in both ways discussed above. The 
first system is arbitrary in form, intended only to demonstrate the 
foregoing analysis. The second structure is symmetric about the 
interface, and, so, more closely resembles a model of two identical 
blades. In practice, each substructure would likely be represented 
by a finite element model that would not only capture the struc
tural dynamic behavior of a blade, but, with little additional work, 
allow the realistic modeling of several interfacial degrees of free
dom, and, thereby, permit the determination of the corresponding 
components of the damping force Q. 

Two Dissimilar Discrete Subsystems. As shown in Fig. 
3, the system considered here is comprised of two structures, 
one having 3 degrees of freedom and the other 2. The force Q 
acts at the interface between masses 3 and 4, and, so that its 
effect on the system's response may be clearly seen, we assume 
the structure to be otherwise undamped. Stiffness and mass 
values are given in the figure. We identify degrees of freedom 
1, 2, and 5 as belonging to set a, and choose DOF 3 as side b 
of the interface and DOF 4 as side c. 

Omitting external loads and specifying the relative displace
ment, 

e(r) = cos lirfy, (38) 

where f€ = 1.5 Hz. We easily integrate Eq. (17) to obtain 77, 
and then solve (18) for Q at each time step. Initial conditions 
were found by solving for the static displacements resulting 
from imposing e(0). The displacements of masses 3 and 4 and 
the force Q are plotted in Fig. 4. 
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Fig. 5 Response of 5-DOF system to a sinusoidal load with ji = 0.9 and 
resulting force Q 

The same system was next studied by assuming 0 = 0.9 and 
driving mass 1 with the load 

/,(*) = sin 27i#f, (39) 

where ff = 1.5 Hz. This value of 0 was chosen to represent slip 
between the masses without completely decoupling the sub
structures, and requires that the motion be such that the displace
ment of mass 4 is in phase with that of mass 3 but of slightly 
lesser amplitude. The limiting cases of 0 = 1, a "locked" 
interface, and 0 = 0, where the 2-DOF structure does not partic
ipate in the response, present no numerical difficulties and were 
used to test the computer programs. Some choices of 0 can 
lead to instabilities, however, as they correspond to negative 
damping. Nonetheless, this description of the relative motion 
through a kinematic constraint has proved quite useful in devel
oping these simulations. 

Equation (37) was integrated, and Q was recovered as before. 
Figure 5 shows the displacements of masses 3 and 4, the re
sulting e, and the calculated Q. In Fig. 6, Q is plotted versus e 
and e. No simple functional form for Q(e, e) suggests itself, 
but this is not too surprising given the somewhat artificial nature 
of the assumed motion. 

IVVQA/VHAArE 
100 200 50 i 

0.5 

50 200 | 1 100 ,s 

DVvOA/vl 
Fig. 7 Symmetric 6-DOF system of example 2 

Symmetric Discrete Model. A system consisting of two 
identical substructures is shown in Fig. 7. The degrees of free
dom were grouped as a = (1, 2, 5, 6), b = 3, and c = 4, and 
computations similar to those described in the last example 
were carried out. 

Specifying e, as in Eq. (38) but with/E = 2 Hz, the displace
ments and the interface force shown in Fig. 8 were computed. 
As expected, the response of the entire system was found to be 
symmetric about the interface. 

When 0 4= 1 is prescribed instead of e, the symmetry of the 
system is lost. This is demonstrated by taking/,(?), as before 
with ff = 2 Hz, and letting 0 = 0.95, leading to the results 
shown in Fig. 9. 

In order to demonstrate the processing of data such as would 
be obtained from an experiment, the response of this example 
system to a unit harmonic load/i( / ) of frequency 5 Hz was 
calculated by direct numerical integration of Eq. (3). For the 
purpose of this simulation it was necessary to assume a form 
for the force Q acting at the single interface; the overall effec
tiveness of the method could then be judged by its ability to 
identify the parameters of this Q from simulated data. The func
tion 

Q = -lOe - 0.05 sgn e (40) 

was selected to represent viscous and Coulomb damping at the 
interface. (The negative signs of the coefficients follow from 
the convention used in developing the original equation of mo
tion.) This system was assumed to be otherwise viscously pro
portionally damped, represented by 

C = 0.01K (41) 

in Eq. (4). The motion of the structure was simulated for one 
second, starting from quiescent initial conditions. Time histories 
of/i and of e, e, and £ were saved during this calculation and 

Fig. 8 Response of symmetric system to prescribed relative displace-
Fig. 6 Force Q plotted versus relative displacement and relative velocity ment 
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used as input in the subsequent calculation, as would be experi
mentally obtained force and response data. 

A record of the interface force was then computed by moving 
all of the terms in e and its derivatives to the right-hand side 
of Eq. (17), then integrating it numerically to obtain r/, f] and 
r\. These were substituted into Eq. (18), resulting in a sequence 
of Q values at the same time steps as the previously simulated 
e, <=, and e. This procedure for computing Q is exactly the same 
as would be done in processing experimentally measured ap
plied load and relative displacement data. 

The following three functional forms for Q were then tested: 

Qi = ~Ct (42) 

Q2 = -Ce - p s g n e (43) 

Q3 = -Ce - JJL sgn e - ke (44) 

The coefficients of these models were determined from the Q 
and e, e time histories by using Matlab system identification 
routines to fit an ARX model equation. The results are presented 
in Table 1, where it may be seen that the best fit was obtained 
with the "correct" friction model Q2. 

Finally, we should comment on the feasibility of extrapolat
ing from these examples to larger-scale tests and computa
tions. While test rigs designed specifically to produce simple, 
controlled interfacial motion may actually have only a few 
degrees of freedom, it is of course desirable to apply the 
method presented here to more complex, realistic structures. 
Two points are worthy of note in this regard. First, as the 
number of degrees of freedom becomes larger, the solution 
of the matrix eigenproblem that must precede the integration 
of Eq. (17) will become more expensive, requiring roughly 
the same type and amount of computation as would a free 
vibration analysis of the system. Since calculations of the 
latter type for even complex structural models are today com
monly performed at acceptable speeds on workstations and 
desktop computers, the cost of the eigenproblem solution 
should not discourage application of the present method. Sec
ond, the subsequent numerical integration of uncoupled dif
ferential equations that yields r\ lends itself to efficient compu
tation. The cost of the identification step will depend on the 
algorithm used and the record lengths processed, but can be 
expected to be small compared to that of the structural analy
sis. All computations for the examples of this paper were 
done on a Macintosh computer using simple, unoptimized 
algorithms, and ran fast enough that they could be executed 
interactively. 

0.02 | 1 1 1 1 1 , 1 1 

•0 02 I 1 1 1 ' 1 1 1 
0 0.5 1 1.5 2 2.5 3 3.5 4 

t 
0.02 | 1 1 1 1 1 1 1 1 

-0.02 I ' ' ' ' ' ' ' 
0 0.5 1 1.5 2 2.5 3 3.5 4 

t 
0.4 | 1 1 1 1 1 , 1 1 

.0.41 1 1 1 1 1 1 i 
0 0.5 1 1.5 2 2.5 3 3.5 4 

t 

Fig. 9 Forced response of symmetric system with ji = 0.95 

Table 1 Identified friction law parameters for example 2 

Model c H k 

a 106.85 — — 

Qi 
10.010 0.050 — 

G3 10.010 0.050 0.025 

Conclusion 
The main thrust of this paper is to provide an analytical and 

numerical basis to support the derivation of functional forms 
of forces at rubbing interfaces in vibrating structures. While the 
approach developed here is general, the most direct application 
of the analysis is to the design of bladed disk assemblies with 
part-span shrouds. 

The motivation for this work arises out of largely unsuc
cessful attempts by several researchers over several decades 
to characterize dynamic friction forces. Measurement of 
stresses at interfaces in complex structural interfaces is nearly 
impossible. This status is understandable if one recognizes 
that the parameters that govern the dynamics of interfaces 
include, among others, the normal force that holds the surfaces 
together, the size and distribution of asperities, and the fre
quency of vibration. The boundary conditions may vary from 
a nearly locked joint to a freely slipping condition. It is un
likely that engineers engaged in the design analysis of com
plex systems such as bladed disk assemblies would accept 
one or another representation of friction forces that has not 
been calibrated experimentally. 

The analysis presented in this paper can be extended to the 
analysis of bladed disk assemblies whose basic modes of vibra
tion are available from a computation of the assembly with all 
shrouds modeled as being locked. The only other data needed 
is time history of motion at the shrouds. With this hybrid set 
of information coming from analysis and experimentation, the 
procedure leads to a description of the interface forces from 
which functional forms can be obtained. It is hoped that with 
fairly representative data from laboratory, rig, and engine tests, 
confidence can be built in the functional forms of dynamic 
friction forces so that in a new design situation the analyst can 
make computations on the basis of an assumed, but calibrated, 
friction law. 
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Experimental Investigation and 
Theoretical Prediction of Flutter 
Behavior of a Plane Cascade 
in Low Speed Flow 
The Institute of Aeroelasticity operates a test facility which enables aeroelastic investi
gations of plane cascades in low-speed flow. The test stand serves as a pilot facility 
to develop tools for analogous investigations in transonic flow. Eleven blades are 
elastically suspended in a windtunnel with a 1 X 0.2 m2 cross section. This paper 
describes the experimental method of determining the flutter boundary by extrapola
tion of the results measured in subcritical flow. A two-dimensional theoretical model 
of the 11 blades, including the windtunnel walls, permits the computation of unsteady 
pressures, forces, and moments in close relation to the experiment. The prediction 
of flutter is compared with experimental results. In the present investigation, the 
motion of the blades is constrained to pitch around mid-chord. The vibrating blades 
are mechanically uncoupled. Any interaction between the blades is effected by the 
air stream, leading to a sensitive dependence on the aerodynamic forces. 

Introduction 
Aeroelastic problems in turbomachines are surveyed in sev

eral publications covering the research carried out during the 
past two decades. The AGARD manual on this topic (1987, 
1988) provides a comprehensive overview from the beginning. 
Although Bendiksen's review (1993) attempts to cover this 
field from the beginning as well, emphasis is placed on recent 
developments. Forsching (1994) concentrates on the formula
tion of the cascade flutter problem for the three-dimensional 
case and on parametric studies in subsonic and supersonic flow. 

To the authors' knowledge, Lane (1956) is the first to de
scribe the traveling waves in a perfectly tuned rotor as system 
mode shapes. Assuming linearity in the dynamic system, Craw
ley (1988) transforms the traveling waves into a formulation 
on the basis of single blade vibrations. Two different concepts, 
the plane and the annular cascade, are applied in experimental 
investigations to approach the fairly complicated geometry of 
a three-dimensional rotor. The papers cited below are selected 
from a large variety of publications to exemplify the two con
cepts. 

The plane cascade approximates the coaxial cylindrical sec
tion through an annular blade row. Thereby, the infinite number 
of blades in the circumferential direction is reduced to a finite 
number enclosed by the windtunnel walls. The experiment de
scribed in this paper belongs to this type of modeling the rotor. 
Carta (1982) forces traveling waves and measures the aerody
namic response. Szechenyi et al. (1984) and Buffum and Fleeter 
(1990) excite one blade and determine the influence coefficients 
on the other blades. 

The annular cascade is the natural model for investigating 
the flow in turbomachines. However, the realization of inflow 
conditions is difficult and measurements cause problems in 
many respects. Knauf (1985) and Korbacher and Boles (1994) 
investigate the behavior of compressor blades. 

In contrast to the technique of forced motion in the preceding 
papers, the free vibrations of three-dimensional elastic blades 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received by the ASME Head
quarters March 3, 1997. Paper No. 96-GT-417. Associate Technical Editor: 
J. N. Shinn. 

arranged as an annular blade row are studied by Kurkov (1982), 
Storey (1984), and Stargardter (1988). With respect to elastic 
suspension, their arrangements are similar to the setup in the 
present experiment. 

The stabilizing effect of mistuning on the flutter boundary 
has been discussed in a series of theoretical papers by Bendiksen 
(1984), Kaza and Kielb (1984), Crawley and Hall (1985), and 
Bloemhof (1988). In addition to these investigations, the effect 
of mistuning on the response behavior is described by Kaza 
and Kielb (1982) and by Dugundji and Bundas (1984). Experi
mental work has been done by Kaza et al. (1987). Both aspects 
of mistuning—the stabilizing effect on the flutter boundary and 
the influence on the response behavior—are also covered by 
the work outlined in this paper. 

This paper addresses four major issues: 

1 A full set of all frequency response functions is obtained in 
the subcritical region of the cascade. 

2 The response functions are measured well enough to be 
decomposable into a complete set of all eigenvectors and 
eigenvalues of the aeroelastic system. 

3 The flutter case is recorded and compared with the subcriti
cal results. A theoretical model is developed in close relation 
to the experimental setup. The theoretical framework covers 
the frequency response functions as well as the flutter case. 

4 The stabilizing effect of mistuning is demonstrated in the 
frequency response functions. Flutter velocity increases for 
a decreasing mass in one selected blade. 

Description of the Test Stand 

The open-circuit windtunnel is driven by a 75 kW DC motor. 
The radial compressor delivers a volume flow of 12.5 m3/s at 
a total pressure difference of 4.35 kPa. The air velocity reaches 
60 m/s in the test section. 

Eleven compressor blades made of material reinforced by 
carbon fiber with constant chord lengths of / = 0.150 m and b 
= 0.197 m spans are installed inside. They are fixed on one side 
by a tapered bolt union at a 50 percent chord length, allowing the 
angle of incidence to be adjusted. The blade cross section is 
based on the NACA 65 series with a circular arc camber of 10 
deg and a thickness of 6 percent. The stagger angle is 43 deg 
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Fig. 1 Tost section 

and the slant gap is 0.1125 m wide. The blades are numbered 
from 0 to 10. Figure 1 shows the main features. 

Both outer blades are rigidly fixed to the section wall. Despite 
the one-sided fixture, the remaining blades are supported in 
such a way that the same motion is achieved at each blade 
section without any spanwise component. The flexible elements 
are designed to permit simultaneous plunging and pitching mo
tion. The elastic axis is located at the blade bolt union. The two 
degrees of freedom can be suppressed individually to investigate 
pure plunging or pitching motion. The blades can be forced 
to harmonic motion or they can vibrate freely. The maximum 
amplitudes are 10 mm for plunging motion and 10 deg for 
pitching motion. 

Stepper motors are used for forced motion, their crank gears 
driving the individual blades to vibrations with adjustable fre
quency. The blades are nearly harmonically oscillated with al
most equal amplitudes. The phases can be adjusted separately 
for each blade. In particular, a fixed interblade phase angle can 
be introduced. Experiments and measurements of this type have 
been carried out by Sachs (1991). His work also comprises 
extended pressure measurements. 

Present Investigations 
In general, the linearized description of an oscillating cascade 

reads as 

Mq + Kq - Lq = f, q = (<?, , . . . , q„Y. (1) 

M is the mass matrix, K reflects the stiffness of the system, 
and L represents the external fluid forces, f is an additional 
fluid force, which may act on the cascade. The qt are the degrees 
of freedom of the mechanical system. The corresponding theo
retical model provides the aerodynamic coefficients needed for 
flutter calculations (f = 0) as well as for the response functions 
induced by the forced vibration of one of the blades (f * 0). 

In the present investigation, the motion of the blades is con
strained to one type: pitching around mid-chord. Blades 0, 9, 
and 10 are fixed in all cases. The response of the seven inner 
blades 2 to 8 due to excitation of blade 1 is considered. In the 
flutter case, blade 1 is fixed like the blades 0, 9, 10. 

Harmonic analysis of Eq. (1) leads to the general solution 

q(f) = X c A « v . h = -6k + jojk, (2) 

which consists of n complex eigenvalues \k together with n 
eigenvectors <pk. Each eigenvalue represents one frequency to
gether with damping. The corresponding eigenvector describes 
amplitudes and phases of all degrees of freedom. 

Flutter analysis is based on the following two different mea
surement processes. 

Case 1: Subcritical Region. Blade 1 is forced to harmonic 
pitch motion, thereby exciting the inner seven blades that are 
free to respond in pitch. The transfer behavior is represented 
by frequency response functions, leading to the modal parame
ters. The aim of the measurement is to find all of the expected 
seven eigenvalues and their eigenvectors, each of the latter ones 
consisting of seven components. 

Case 2: Flutter Case. Blade 1 is fixed. Approaching flutter 
velocity, all blades start oscillating with almost constant ampli
tudes in time; however, they differ in magnitude and phase lag 
from blade to blade. The corresponding individual time histories 
are evaluated by Fourier analysis, leading to one distinct state 
of motion. 

The following table gives an overview over the various inves
tigations and the applied methods. 

All experimental data in this paper are pure kinematic data. 
They are obtained from measurements using strain gages. No 
aerodynamic informations like pressure distributions or mo-

N o m e n c 1 a t u r e 

«o = windtunnel velocity (m/s) 
Uf = flutter velocity (m/s) 

I = blade chord (m) 
b = span (m) 

S = bl = plan form area (m2) 
u) = 27r/ = circular frequency (s"1) 

* = UJI/UO = reduced frequency ( —) 
p = air density (kg nT3) 

cM = moment coefficient (—) 
i = blade number ( - ) 
j = imaginary unit 

a0 = amplitude of exciting 
blade 1 (deg) 

a.i - amplitude of blade i, i = 
2 . . . 8 (deg) 

y, = phase of blade i, i = 
2 . . . 8 (deg) 

M = mass matrix (kg m2) 
K = stiffness matrix (Nm) 
L = aerodynamic influ

ence matrix (Nm) 
modified L (Nms2) 

= DOF vector and com
ponents ( —) 

f = (fj)' = additional fluid force 
vector (Nm) 

= kth eigenvector and 
components 

- 6k + juik = kth eigenvalue with 
damping and fre
quency (s~') 

= h/to2 

(<M7 

Dk = 6k/u>k = relative damp
ing ( - ) 

ak = kth modal par
ticipation factor 
( - ) 

fi\k = ck<t>ki = measured ;'th 
component of 
kth eigenvector 
due to exciting 
blade 1 

Gn(juj) = 
(a,(ju))/a0)e

iy<lju') = ith complex 
frequency re
sponse function 
( - ) 

G,. iO'k-0caic = reconstructed 
G f , U w ) ( - ) 
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Table 1 Experimental and theoretical investigations 

Theory Experiment 

Case 1 
Subcritical 

Response functions 
by forced harmonic 

motion f) 

Response functions 
by forced harmonic 

motion 
Case 2 
Flutter 

Eigenvalue analysis 
(search for first 

eigenvalue with zero 
damping) 

Self-excited oscilla
tions with constant 

amplitude (zero 
damping) 

t This investigation replaces the eigenvalue analysis applied 
in the previous version of thispaper(Hennings and Send,1996). 

ments are needed for evaluating the eigenvalues and eigenvec
tors. A comprehensive description of the measurement tech
niques is given by Hennings (1994). 

Mechanical Properties 

Table 2 shows the elastomechanical properties of the seven 
inner blades. The m, are the diagonal elements of matrix M, 
the mitoli are those of K. For a pure pitching motion, the 
' 'masses'' are given as moments of inertia with respect to pitch 
axis. 

The assemblage named "Config. I " with almost identical 
frequencies is referred to as a ' 'tuned'' configuration. The tun
ing is achieved by adjusting the mass of the blades. The stiffness 
of the springs cannot be altered. Structural damping needs not 
to be taken into account. Referring to aperiodic damping as the 
limiting case, the damping rate is below 0.2 percent. Due to 
low mass and low structural damping, small aerodynamic forces 
are sufficient to induce flutter behavior. 

Two further configurations named "Config. II" and "Config. 
I l l" are considered that are "mistuned." In both cases, blade 
5 possesses a higher eigenfrequency. The precise values are 
listed in Table 3. For the sake of convenience, the resulting 
mistuned frequency is also noted. 

In case 1, the amplitude of the driven blade 1 is a0 = 0.4 
deg for all measurements. A particular question as to why the 
amplitude has not been further diminished to come closer to 
the flutter point might come up in the course of this paper. The 
simple answer is that the mechanics of the drive unfortunately 
does not permit a lower level. During the experiments this level 
of 0.4 deg turned out to be high enough to identify all modes. 
Higher amplitudes do not improve the resolution of the modes; 
they only increase the height of response. Even the low level 
of a0, closer to the flutter point than at «03 in Table 5, exceeds 
the desired energy input into the flow field. 

Table 2 Mechanical characteristics of "Config. I," m,„, = 3.084-10 " 
kgm2; a>0i = a w = 2m • 21.0s"1 

Blade i 5 - m'M°2' 1 
mi 

r — f 1 G>n; 
- ^ - [Hz] 
2% 

Blade i ' 2 ci - l 

mref 

G>n; 
- ^ - [Hz] 
2% 

2 +0.013 +0.013 21.0+0.01 
3 -0.009 -0.009 21.010.01 
4 +0.042 +0.042 21.010.01 
5 +0.010 +0.010 21.010.01 
6 -0.012 -0.012 21.010.01 
7 +0.053 +0.053 21.0+0.01 
8 -0.100 -0.100 21.010.01 

Table 3 Mass parameter and frequency for the three configurations 

Confif-. / / / III 
e5 +0.010 -0.036 -0.096 

u)05/2rc [s"1] 21.0 21.5 22.2 

Theoretical Model 
Equation (1) serves as the basic equation for the theoretical 

computation. The mechanical data in Table 2 are entered into 
the eigenvalue analysis. The fluid forces L—the moments of 
the pitching motion in this particular experiment—are compiled 
from the unsteady pressures on the seven blades. 

The numerical model is a two-dimensional windtunnel that 
is set up in the computer exactly as shown in Fig. 1. The 
mathematical procedure is an higher order panel method, in 
which the vorticity transport equation is solved for an infinitely 
thin boundary layer. The method rests on an analytical solution 
of the three-dimensional wake function (Send, 1984). The 
method includes the approximate computation of skin friction 
from the local vorticity vector as well as compressibility effects. 
In incompressible flow, the steady and the unsteady aerody
namic interference problem between the tunnel walls and the 
11 blades, is solved for various reduced frequencies. Thereby, 
each unsteady solution rests on the knowledge of the steady 
solution. Recently, a full description of the computational 
method was accomplished (Send, 1995). However, the code is 
in use for a longer period without having been fully docu
mented. 

Figure 2 illustrates the mathematical formulation of the inter
ference problem. In the case of an infinitely thin boundary layer 
the relative velocity vrei has to be tangential to all 13 surfaces 
(2 windtunnel walls and 11 blades): 

A = 13 

X vrei(xSit, t)-ns(xs,k, t) = 0. (3) 
*=i 

ns is the vector normal to the respective surface S. The sur
faces are discretized into panel elements (50 panels for each 
wall, 40 for each blade). The relative velocity is the sum of 
the induced velocity vind and the kinematic velocity vki„. The 
kinematic velocities of all bodies are known. With 

vind(x5, t)-ns(xs, 0 = -vk i n(x s , t)-ns(s.s, t), (4) 

Equation (3 ) leads to an integral equation for the induced veloc
ity, which depends on the unknown vorticity vector j : 

v ind(x, t) = rot A ( x , t). (5) 

The vector potential A is given as 

A(,,0=^ff T ^ U ' . (6) 
47T J J W+S IX - X | 

where j is a surface function with the dimension m/s. W + S 
represent the surfaces of all bodies and all wakes downstream. 

With j given as j ( x ' , t) = grad <r(x', t) X ns(x', t), the 
boundary condition (3) leads to an integral equation for one 
value <722 of the biquadratic scalar function a in each panel (3 
X 3 coefficients). All other coefficients of a are implicitly 
defined by continuity conditions and other constraints. The 
structure of the discretized integral equation is shown in Fig. 
2. The matrix on the left-hand side is formed by the influence 
coefficients of the induced velocities in Eq. (4). Each box in 
the solution vector represents all unknown CF22 for one body; 
only the shaded inner seven components are needed for the 
seven blades i = 2, . . . 8. 

On the right-hand side, the norma] components of the kine
matic velocity are given for the eight blades that are in motion. 
Each column leads to one solution. The first column is the 
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Lower wall 
Blade 0 
Blade 1 
Blade 2 
Blade 3 
Blade 4 
Blade 5 
Blade 6 
Blade 7 
Blade 8 
Blade 9 

Blade 10 

Upper wall 
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= — = = — — Ili JH|j 
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Component I n d u c i n S * <-***&"* elements: acting on itself) S o , u t i o n v e c t o r 

matnx of influence coefficients 

Fig. 2 Illustration of the mathematical formulation of the interference problem 

Kinematics 
Normal components 

oscillating blade 1 for the response functions. The solution is 
the additional fluid f. The next seven columns lead to a set of 
seven solutions, which form the influence matrix L . Finally, 
the pressure coefficients are obtained from Bernoulli 's equation. 
The required potential functions $ ( x , t) in this equation are 
related to the vorticity vector j via Ampere 's theorem, and they 
are given by 

$(x, 0 = 
/ / 
J J a 

, ^ n ( x ' , t)-(x - x ' ) Jc,t 
<r(x , t) : — dS . 

x - x' 
(7) 

In the case of blade k oscillating, the pressure coefficient 
reads as follows: 

cP(x, t) = — (vL,o 
MO 

Vrel.o) + — 
Kg 

•(vki„,o-vki,u - vrO|,0• vrei,i + jco^l)ake
iu" + [ . . . ] (8 ) 

All functions depend on x . The unsteady vector functions 
and the potential function (index i) depend also on t. 

In the case of harmonic analysis with 

q = q 0 e x ' , q = X.2q, 

Equation ( 1 ) reads as 

( \ 2 M + K - L)q = f. 

In the fluid force L, 

L := w2L*(w*), 

with 

L«(w* ) = ^S/ 3 w*- 2 [ [c„ l ( , r>* ) ] ] 

(9) 

(10) 

(11) 

(12) 

where the -co2 is identified with \ 2 . The procedure rests on 
the assumption that fluid forces calculated for a real frequency 
to can still by applied in the case of low damping with a complex 
\ = —6 + jut. 

The additional fluid force vector is given by 

f = (Ln)
Ta0e

J"',(Ln) = (I*,, U La l). (13) 

In case 1, the frequency response functions are found by 
simply solving Eq. (10) for q: 

q = ( \ 2 M + K - L ) - ' - f (14) 

Dividing both sides by the amplitude a0, the functions in q 
are the normalized complex response of the seven inner blades 
to the forced oscillation of blade 1. 

In case 2, the additional fluid force vector is zero. Equation 
(10) is iteratively solved by increasing the flow velocity u0 until 
the first eigenvalue shows a real value, i.e., with zero damping. 
The corresponding velocity is identified as being the flutter 
velocity of the system. The moment coefficients cMii for the 
seven inner blades are attained in the following way: 

• Each column j is extracted from one solution j for the com
putational model. 

• Each row i is constituted from the values for one distinct 
blade i, i = 2, . . . , 8. 

• In solution j , blade "i = j is in pitching motion; all other 
blades remain at rest. For the eigenanalysis, the influence 
coefficients of the pitching blade on itself and on the other 
six blades are required, being stored in cMiij. 

In fact, this matrix is a 7 by 7 matrix. The nomenclature for 
the blades in the preceding explanation has been retained only 
for the consistency of description. For a reduced frequency, LO* 
= 0.8, Table 4 illustrates the pattern of L . Compared with the 
corresponding values for a single profile in free stream, 

cM = (1.0251, - 0 . 3 8 5 2 ) , 

the higher values for both real and imaginary parts reflect the 
impact from the windtunnel walls and the neighboring profiles 
on the diagonal elements. 

Frequency Response Functions (Case 1) 

For "Config. I , " the frequency response functions Gn{ju>) 
for each blade i due to exciting blade 1 have been measured at 
three different onset velocities uok (see Table 5 ) . 

Table 4 Complex moment coefficients cMJ] for to* = 0.8 

REAL 2 3 4 5 6 7 8 

2 1.2164 0.0686 0.0150 0.0089 0.0060 0.0041 0.0024 

3 -0.5268 1.2186 0.0688 0.0151 0.0090 0.0058 0.0036 

4 -0.0291 -0.5275 1.2220 0.0696 0.0155 0.0091 0.0055 

5 -0.0071 -0.0267 -0.5271 1.2257 0.0706 0.0162 0.0093 

6 -0.0029 -0.0038 -0.0244 -0.5265 1.2299 0.0722 0.0174 

7 -0.0026 0.0008 -0.0010 -0.0223 -0.5254 1.2355 0.0750 

8 -0.0033 0.0011 0.0037 0.0014 -0.0197 -0.5228 1.2449 

runs 2 3 4 5 6 7 8 

2 -0.4812 0.0118 -0.0139 -0.0117 -0.0086 -0.0062 -0.0043 

3 0.2424 -0.4799 0.0133 -0.0124 -0.0106 -0.0079 -0.0057 

4 0.0481 0.2426 -0.4791 0.0143 -0.0116 -0.0102 -0.0077 

5 0.0229 0.0472 0.2431 -0.4788 0.0145 -0.0116 -0.0104 

6 0.0113 0.0208 0.0470 0.2435 -0.4794 0.0137 -0.0127 

7 0.0060 0.0086 0.0200 0.0467 0.2432 -0.4815 0.0111 

8 0.0033 0.0030 0.0076 0.0195 0.0457 0.2411 -0.4866 

Journal of Engineering for Gas Turbines and Power OCTOBER 1998, Vol. 120 / 769 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 5 Parameters for frequency response functions 

k = 1 k=2 k = 3 
" O l f c 15.8 m/s 16.9 m/s 18.2 m/s 

/ 19.3-20.5 Hz 18.5-20.5 Hz 18.5-20.5 Hz 
CO* 1.15-1.22 1.03-1.14 0.96-1.06 

The range for the frequency intervals varies slightly due to 
the maximum response. The frequency increment for all sweeps 
is A / = 0.0096 Hz. During one period of the excitation signal 
controlling blade 1, the position of each blade i is measured at 
32 equidistant time intervals. 64 periods are averaged to obtain 
the dominant first harmonic of the response. This complex re
sponse is referred to the first harmonic of the exciting blade 
1. As mentioned already, the higher harmonics are negligibly 
small. 

For the highest velocity u03, the complete set of all response 
functions is shown in Fig. 3, in which the experimental results 
are compared with the theoretical computations. Except for the 
constant shift of about 0.5 Hz in the theoretical values, the 
functions agree for both amplitudes and phases remarkably well. 
The shift may be interpreted as an overestimate of the fluid 
forces by the two-dimensional model. Separating the influence 
of the fluid forces into a real part, which acts as an additional 
mass, and into an imaginary part, which produces damping, the 
wider resonance shapes of the theoretical amplitude functions 
also give the impression of such a higher damping in the theoret
ical model. 

In Fig. 4 the relative amplitudes for all three velocities are 
plotted versus frequency. The curves are indexed with k for the 
respective velocity. The phases of Gn(ju>) are omitted here. 

The results characterize the special nature of the experiment. 
The light-weight blades are heavily influenced by the fluid 
forces. In all cases, the maximum response frequency is signifi
cantly below the eigenfrequency of the blades. The maxima 
are shifted towards lower values, and they become larger with 
increasing flow velocity. 

Except in one case, the maxima of the amplitudes a, ( / ) 
are much higher than the amplitude of the exciting blade. The 
amplifying effect is caused by the aerodynamic influence matrix 
of a plane cascade (Table 4) , in which the influence of a blade 
on its downstream neighbor is much higher than the influence 
on its upstream neighbor. The decrease for the last blade 8 is 
obviously caused by its end-position in the row. 

In Fig. 5 the two mistuned configurations / / and /// are com
pared with the tuned one at the largest velocity um. Although 
only one blade is mistuned, the maximum amplitudes of all 
blades decrease with increasing mistuning. This effect leads to 
the obvious conclusion that mistuning is a very efficient tool 
for the reduction of undesired excitations. Of course, the very 
precise tuning of all blades emphasizes the effect in this experi
ment. Further investigations are necessary for a general proof. 

Modal Decomposition (Case 1) 
The final destination of the frequency response measurements 

is their decomposition into a set of modal parameters (i.e. eigen
vectors, eigenvalues) forming the solution described in Eq. (2). 
Vice versa, eigenvectors and eigenvalues may be used to recon
struct the original response functions G, iO'w). The decomposi
tion is a sophisticated fitting process designed by Lembregts 
(1988), in which a least-square method is used to minimize the 
error between measured and reconstructed response functions 
Git(juj)mi<:. These synthesized functions 

k=N 

G„0'o;)calc = X 
rl\k rilk 

JU JU 
(15) 

term denote the complex conjugate values. This test leads to 
very satisfying reconstructions in all of the cases considered 
here. Amplitudes and phases of Eq. (15) agree with measured 
values in Figs. 3 and 4. The variables r, ik are the components 
of the eigenvectors ck<j>k. The data in Fig. 6 together with those 
in Table 6 enter in Eq. (15). Relative damping is introduced 
as the measure for damping: 

Dk = 6klut. (16) 

Finding all of the expected modes—a complete set of eigen-
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Fig. 3 Amplitudes a,laa (left) and phases y, (right) of frequency re
sponse functions versus f[Hz] for "Config. I;" experiment ( ) and 
theory ( ) 
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(upstream) and lower (downstream) elements along the diago
nal. 

The other reason is found in the frequency resolution. The 
extremely small steps of approximately 1/100 Hz at a base 
frequency of about 20 Hz are needed for proper decomposition. 
Table 6 shows the main results for "Config. I " at w03. All seven 
eigenfrequencies range in a frequency band smaller than 1 Hz. 
It is worthwhile to note that the dying-out transients do not 
allow such a fine resolution. 

Fig. 4 Amplitudes a//a0 of frequency response functions versus f [Hz], 
"Config. I" 

vectors and eigenvalues—in an aeroelastic configuration is a 
general problem in itself. When the experiment was planned 
and set up, it was not clear at that time whether or not additional 
measures would be required to excite all seven modes. 

One obvious reason for the success of this experiment is the 
position of the exciting blade located upstream of all the other 
blades. Its aerodynamic influence is most effective in this loca
tion. In the opposite position, i.e., situated downstream of blade 
8, the same excitation has much less influence. The aerodynamic 
coefficients in Table 4 show this effect very clearly in the upper 
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Fig. 5 Amplitudes a,la<, of frequency response functions versus f [Hz], 
"Config. I, II, and III" 
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Table 6 "Config. I" at um: characteristic model values 
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Fig. 6 "Config. I" at u03: experimental (O) and theoretical ( 0 ) ampli
tudes </>„ [ - ] (left column) and phases (deg) (right column) of normal
ized eigenvectors </)« versus blade number / 

Vector k /* [Hz] At [%] ak [%] 
1 18.90 3.07 11.1 
2 19.14 0.75 6.9 
3 19.33 0.20 1.6 
4 19.41 0.42 28.2 
5 19.48 0.25 18.6 
6 19.54 0.62 22.2 
7 19.89 2.54 11.5 

Figure 6 shows the measured amplitudes and phases of the 
normalized complex eigenvectors according to their definition 
in Eq. (2). The values are compared with the predictions of 
the theoretical model. 

A discussion of the results in Fig. 6 should be preceded 
by a general comment. Comparing the flutter behavior of an 
experimental setup with a theoretical model comprises more 
than merely comparing the flutter velocity, i.e., the dominant 
eigenvalue. The eigenvectors in the experiment form an overall 
pattern of dependence on the frequency and, for a cascade, 
on the interblade phase angle which either basically agrees or 
disagrees with the theoretical prediction. 

In a former comparison between theory and experiment 
(Hennings and Send, 1996), the authors encountered the strange 
situation in which most mode shapes agreed quite well, whereas 
some looked completely different. This obvious discrepancy is 
now removed. 

Different from the computation of the eigenvectors in this 
earlier paper by solving the eigenvalue Eq. (10), the eigenvec
tors in Fig. 6 are now obtained from the theoretical response 
functions in Fig. 3. To get these results, the theoretical response 
functions are decomposed by exactly the same procedure which 
is applied to the experimental data. 

In particular, the most relevant eigenvector 5 agrees very 
well with the experimental mode shape. This branch of the 
solution is the one which becomes the unstable flutter case. So 
far the present results do not differ from the earlier computa
tions. 

Nevertheless, the different results by an eigenvalue analysis 
and a modal decomposition for one and the same set of theoreti
cal fluid forces leave the question open, to what extent these 
two procedures differ, and where within the two analyses the 
results split up into two different branches. The answer, how
ever, exceeds by far the scope of this paper, and, from the 
authors' point of view, demands a basic and thorough investiga
tion. 

Case 2: The Flutter Case 

The key result in this paragraph is drawn on the abscissa in 
Fig. 1(b), which is the level of zero damping. By definition, 
this level is the flutter case. The tuned configuration / flutters 
at the measured flutter velocity 

As already mentioned above, the coefficients rnk imply the 
full information for the eigenvectors. Instead of the normal 
mathematical procedure of normalizing the vectors <f)k and cal
culating the ck, a slightly different method by computing the 
modal participation factors ak is chosen to measure the degree 
of excitation. Their definition is given by 

I n u I 
ak 2 2 \r{ 

k i 

(17) 

Table 7 Effect of mistuning on flutter velocity 

Confix. / II III 
e 5 H +0.010 -0.036 -0.096 

IF [HZ] 19.17 19.24 18.88 

(Up ["] 0.92 0.91 0.82 

Up [m/s] 19.65 19.99 21.61 
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uF = (19.6 ± 0.1) m/s (experiment). 

The theoretical model predicts flutter of the cascade at 

uF = (21.1 ± 0.3) m/s (theory). 

Table 7 shows the effect of mistuning, for which the flutter 
velocity uF is increased with a diminished mass parameter. 

Based on a profile with a sharp trailing edge, the scattering 
of the theoretical result covers the aerodynamic modeling from 
low to high density of the computational mesh (panel number). 
A rounded trailing edge in the manufactured profile causes slight 
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Fig. 8 "Config. I." Mode shape of the flutter case. Experimental (O) and 
theoretical {0) amplitudes |<fo| [ - ] (left) and phases (deg) (right) of 
the normalized eigenvector tf>s versus blade number i 

9 20 21 22 

Fig. 7 (a) fk (Hz) versus u0 (m/s): experiment (O O), theory 
( ); (b) Dt (%) versus u0 (m/s): experiment (O O), theory 
( - - - ) 

variations in the phases of the theoretical aerodynamic influence 
matrix. Changes in the phases of the aerodynamic influence 
matrix (cf. Table 4) of a few degrees easily raise the theoretical 
value uF up to 25 m/s. One reason for this sensitivity lies in 
the smooth approach to the unstable case. Small changes in 
the moment coefficients cause large effects in the eigenvalue 
solution. Furthermore, in this comparison one has to keep in 
mind that the theoretical model does not take into account the 
effects of the side walls of the windtunnel; it is a purely two-
dimensional model. 

The flutter frequency fF is obtained from Fig. 7(a) by finding 
the respective value for given velocity on the ordinate. The 
experimental value is 19.2 Hz (uip = 0.92). The computation 
yields 18.1 Hz. Though the large scales in Fig. 7 exaggerate 
the discrepancies between prediction and measurements, the 
relevant case of eigenvector 5 is fairly well approached. 

The decomposition of the response functions into eigenvalues 
and eigenvectors requires the setting of a frequency range, on 
which the decomposition is based. Whereas for Fig. 6, the full 
information in the range (9.7 Hz-29.0 Hz) is used, the theoreti
cal data in Fig. 7 are based on approximately the same interval, 
which was applied to the experimental data. This interval is 
about 1 Hz to the left and to the right of the peak in the resonance 
curve. This is -̂  of the above interval. As a consequence of this 
restriction, the modal participation factor of one of the theoreti
cal eigenvalues drops below a reasonable percentage. Therefore, 
mode 4 fails to give a result at the highest velocity u03 . 

Figure 8 shows the shape of the flutter mode which leads 
back to eigenvector 5 of case 1. Though the build of Fig. 8 
looks like the preceding mode shapes, the data are gained in a 
completely different way. Different from the analysis in the 
subcritical case 1, the mode is extracted from a time series 
analysis. The amplitudes are normalized like the values in Fig. 
6. The theoretical prediction gives strong support to the diagno
sis in case 1. The experimental values hardly permit the predic
tion, whether eigenvector 3 or 5 leads to the flutter case, whereas 
the theoretical answer is clearly given. 

Finally, the averaged interblade phase angle © = 43.7 deg 
of the theoretical model is reasonably close to the measured 
value © = 54.0 deg. 

Concluding Remarks 

The main topic of this paper proves the ability for decompos
ing the measured and calculated response functions of a two-
dimensional plane cascade into a complete set of eigenvectors 
and eigenvalues of the aeroelastic eigenvalue problem. To the 
authors' knowledge, this goal has been achieved for the first 
time. 

Based on this new experimental technique, measurements in 
cascades with transonic inflow were planned at the time of this 
investigation, and they are currently conducted. 
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Crack Identification in a 
Cantilever Beam Using Coupled 
Response Measurements 
Identification of crack location and magnitude through measurement in changes in 
system characteristics, such as modal measurements, has been studied by various 
researchers. In the present work based on the new method proposed by Gounaris et 
al. (1996) for crack detection through coupled response measurements, experiments 
were carried out on a cracked cantilever beam for eigenfrequencies, bending, and 
axial response measurements. It has been observed that the rate of change of direct 
response (bending) is much less at small cracks, while that of the coupled response 
(axial) changes substantially, which allows for diagnoses of smaller cracks. 

1 Introduction 
One form of damage that can lead to catastrophic failure if 

undetected is fatigue cracking of a structure. The dynamic be
havior of structures containing cracks is the subject of consider
able current interest (Wauer, 1990). 

The increasing concern over early crack detection or rotor 
failures due to the presence of a crack has accelerated the devel
opment of nondestructive evaluation techniques based on 
changes of the modal parameters of the system (Hamidi et al., 
1994). Recent publications have proposed the use of one or 
more of these parameters as a means of identification. As sum
marized in Hamidi et al. (1994), some researchers (Silva and 
Gomes, 1990; Rizos et al , 1990; Kim et al , 1991; Pandey et 
al., 1991; Fox, 1992) have suggested the use of natural frequen
cies and mode shapes while others (Mannan and Richardson, 
1990; Sanman et al., 1991) have recommended the use of fre
quency response functions. Damage detection can be estimated 
by comparing the frequency changes obtained from experimen
tal data collected from the structure with sensitivity of the modal 
parameters obtained from an analytical model of the structure 
(Silva and Gomes, 1990; Cawley and Adams, 1979). A third 
group (Dussing and Staker, 1987; Sun and Hardy, 1992) have 
studied the use of operational deflection forms. 
. Bamnios and Trochidis (1995) observed that the mechanical 
impedance changes substantially due to the presence of a crack 
for case of flexural vibrations. This characteristic can be used 
as an additional defect information carrier for crack appearance 
and possible estimation of crack location. 

Several investigators have used other techniques for crack 
detection such as axial impulses (Collins et al., 1991), axial 
loads (Gomes and Silve, 1992; Krawezuk and Ostachowicz, 
1993), periodic or impact force (Iwatsubo and Oks, 1992), and 
telemetric system (Liao and Gasch, 1992). 

Papadoupolos and Dimarogonas (1992), synthesizing their 
earlier works, presented qualitative and quantitative vibration 
coupling of a cracked shaft system. They observed coupling 
apparent in all spectra obtained with a harmonic sweeping exci
tation thorough the frequency range. This method is very sensi
tive even for small cracks. The possibility of crack detection 
through coupling of modes was also demonstrated by Osta
chowicz and Krawezuk (1992) for torsional and bending vibra
tion, while Muszynska et al. (1992) used it for coupling of 
torsional and lateral vibration modes. 

Contributed by the International Gas Turbine Institute and presented at the 
ASME Asia '97, Congress and Exhibition September 30-October 2, 1997. Manu
script received by the ASME Headquarters June 19, 1997. Paper No. 97-AA-25. 
Associate Technical Editor: H. A. Kidd. 

Experimental results presented by Papadoupolos and Dimaro
gonas (1987a, b) confirm the existence of the coupling. Re
cently, Gounaris et al. (1996) presented a new method of cou
pled response measurements for the determination of crack 
depth and location of a transverse surface crack in a beam. 
Based on this theory, the present study performed some experi
ments on a cantilever beam of rectangular cross section by 
introducing a transverse surface crack. The experiments are 
slightly different from the earlier ones, as the present study aims 
at finding the rate of change of coupled response with crack. 

2 Experimental Setup—Instrumentation 

A cantilever beam was selected for the experimental investi
gations. Its configuration is defined by the following: L = 39.5 
cm, B = 3.0 cm, h = 0.6 cm, and crack location = 7.8 cm from 
the fixed end. 

The block diagram of the experimental setup is shown in 
Fig. 1. The vibrations of the beam were measured by a Tri-
axial accelerometer placed away from the free end ensuring that 
the location is not a nodal point. This could measure both axial 
and bending vibrations. The signals are fed to a vibration meter 
and the vibration spectra were observed using a real time spec
trum analyzer. The signals were generated by a functional gen
erator that were amplified to drive the electromagnetic exciter 
to excite the beam. The phase changes at resonance were de
tected using an oscilloscope. One signal from the functional 
generator and another from the spectrum analyzer were ob
served on the screen. 

With the connections as shown in Fig. 1, the beam was ex
cited by the exciter, and the frequency of excitation was in
creased in steps from zero. When the excitation frequency 
matches any one of the natural frequencies of the beam, then a 
resonance occurs and there will be a rapid change in phase. 
This phase change corresponds to a rapid rotation of the major 
axis of the orbit in the oscilloscope. This can be an indication 
that resonance has occurred. 

In addition to the measurements of eigenfrequencies, the 
bending and axial responses at different frequencies were also 
recorded. The experiments were repeated for different crack 
depths that were located at 7-8 cm from the fixed end of the 
beam. The crack was initiated by a hack-saw blade and depths 
were measured by using a travelling microscope. 

3 Results and Discussion 

3.1 Eigenfrequencies. The variation of eigenfrequencies 
with crack depth are shown in dimensionless form for the first 
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Fig. 1 Block diagram of the experimental set-up 

three modes in Figs. 2(a-c). It can be observed that all the 
natural frequencies decrease with an increase in crack depth. 
The results were compared with results obtained using a FEM 
(Quin et al., 1990). The experimental results show changes in 
eigenfrequencies are lower with increase in crack depth. Hence, 
it will be quite difficult to detect cracks from the changes in 
eigenfrequencies. Hence, the bending and axial responses were 
also recorded. 

3.2 Response Measurements. Figure 3 shows the varia
tion of bending response amplitude of the beam with excitation 
frequency for various crack depths. Since the presence of a 
crack increases the flexibility of the beam, it can be noticed 
from the Fig. 3 that the bending response increases with increase 
in crack depth. Also, the shifting of resonance peaks towards 
lower frequency values can be noticed with an increase in the 
crack depth. However, the responses are high only for deeper 
cracks, but the crack has to be identified at a very early state. 

3.2.1 Coupled Response Measurements. It has been dis
cussed in Gounaris et al. (1996) that the coupling of different 
modes due to the presence of crack can be utilized for crack 
detection. When a cracked beam is excited by a known force 
or moment there will be response in a direction other than the 
direction of excitation. In the present study, coupling of bending 
and axial modes have been used for crack detection. 

Figure 4 shows the variation of the axial and bending re
sponse with crack depth (a) for an excitation frequency of 22 
Hz. Here, the amplitude ratio is taken with that of cracked to 
uncracked responses. There exists (possibly due to the beam 
characteristics) very low axial response, even without a crack. 
This has been used for the calculation of axial amplitude ratio. 
The comparison of changes in responses shows clearly that the 
coupled response (axial) is quite high compared to the bending 
response even for small crack depths. Thus, the rate of change 
of axial response is high, as can be seen from the Fig. 4. This 
fact can be used effectively for crack detection and condition 
monitoring of beams. The bending response was high for deeper 
cracks. This is due to the fact that the eigenfrequencies have 
decreased to values near 22 Hz, which was also the excitation 
frequency. 

The present study confirms qualitatively the findings of 
Gounaris et al. (1996). However, additional experiments are 
needed to study the coupling of torsion and bending modes, 
and also to prepare several nomograms for accurate detection 
of crack depth and location. However, the rate of change of 
coupled response could be a very suitable monitoring tool for 
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crack growth. This phenomena of coupled response measure
ment can also be extended to rotors for crack detection (Papa-
doupolos and Dimarogonas, 1992). 

4 Conclusions 
Experiments were carried out on a cracked cantilever beam 

for crack identification purpose. The experiments confirm that 
the presence of crack in a structural member will cause a local 
flexibility and will result in a reduction of eigenfrequencies and 
an increase of response with increase in crack depth. This is 
well understood in literature. 

However, what is less understood is that the rate of change 
of direct response (bending here) is much less for small cracks 
while that of the coupled response (axial) changes substantially 

B = beam width 
h = beam thickness or depth 
L = beam length 

a = crack depth 
a = alh 

u>oi = eigenfrequency of uncracked beam for ;'th mode 
u>i = eigenfrequency of cracked beam for ith mode 
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more. This fact can be used for effective identification of small 
cracks. 
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Turbomachinery Laboratory, 
Texas A&M University, Honeycomb annular seals are an attractive design alternative due to their superior 

ege station, IX I Imd-iaH static and dynamic performance. However, their implementation in industrial practice 
has been delayed by the following characteristics: a) manufacturing time can be 
appreciable, and b) they can seriously damage the shaft if rubbing occurs. To mini
mize these problems, "hole-pattern" gas damper seals, which are formed by simply 
drilling holes into an annular smooth seal, were manufactured and tested. The hole-
pattern damper seal stator can be made of high-strength plastic materials which are 
less likely to damage a shaft during rubbing. The experimental results presented 
demonstrate that, compared to a honeycomb seal, a hole-pattern damper seal with 
3.18 mm hole diameters and a high percentage of hole surface has achieved: (a) an 
average of 12 percent reduction in leakage rate, and(b) considerably higher effective 
damping, especially under high speeds and low inlet pressure ratio conditions. 

Introduction 
Annular pressure seals with small clearance are employed 

in turbomachines such as pumps, compressors, or gas-turbine 
engines between stationary and rotating elements to limit the 
leakage of fluid from different pressure stages. However, high 
pressures and tight clearances within annular seals can produce 
reaction forces on the rotor that have great impact both on 
rotordynamic stability and response. 

If seal relative motion is small and is about a centered position 
within an annular seal, the reaction-force model in Eq. (1) 
applies (Childs, 1993): 

" K k~ 

-k K {*h 
' C c~ 

-c C 

Here, Fx and Fy are the components of reaction forces acting 
on the rotor; X and Y define the components of the seal-rotor 
displacements relative to the stator, and the rotordynamic coef
ficients K, k, C, c, and M are the direct stiffness, cross-coupled 
stiffness, direct damping, cross-coupled damping, and direct 
added mass coefficients, respectively. 

Figure 1 illustrates the rotordynamic force components acting 
on a rotor that is whirling synchronously in the direction of 
rotation at a constant angular frequency u> and amplitude A. In 
this figure, (K-MOJ2 + COJ)A is the radial force component that 
acts toward the center of the rotor. This force component is 
defined by the direct stiffness K, the added mass M, and the 
cross-coupled damping c. A sufficient change of K can cause 
a shift of a critical speed. However, the radial force component 
has generally been considered to be small for gas seals and 
typically has a negligible influence on rotordynamics. 
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International Gas Turbine and Aeroengine Congress and Exhibition, Orlando, FL, 
June 2 -5 , 1997. Manuscript received by the ASME Headquarters February 3, 
1997. Paper No. 97-GT-9. Associate Technical Editor: H. A. Kidd. 

Returning to Fig. 1, (fc - Cio)A is the tangential force that 
changes with the cross-coupled stiffness k and direct damping 
C. This component of force is most responsible for the impact 
of seals on rotordynamic response and rotordynamic stability. 
To take both direct damping C and cross-coupled stiffness k 
into consideration, effective damping Ceff = C( l — k/Cto) 
is a useful parameter to evaluate and compare rotordynamic 
performance for seals. 

Realizing the importance of seal forces, various types of seals 
have been designed to achieve better rotordynamic and leakage 
control performance. From a rotordynamic view point, honey
comb seals have shown very promising characteristics. They 
provide considerably higher effective direct damping, lower 
cross-coupled stiffness, and better leakage control than see-
through labyrinth seals. In practice, honeycomb seals have been 
used to eliminate a stability problem in the high pressure oxygen 
turbopump (HPOTP) of the space shuttle main engine (SSME) 
(Scharrer, 1989). In centrifugal compressors, honeycomb seals 
have been used to eliminate unwanted vibrations (Zeidan et al., 
1993; Sorokes et al., 1994). However, honeycomb seals can 
have the following disadvantages: 

1 On occasions, their comparatively long manufacturing time 
have prevented their use in retrofits. 

2 They can seriously damage the shaft if rubbing occurs. 

As an alternative to honeycomb seals, hole-pattern damper seals 
are considered in this study. Figure 2 illustrates geometric dif
ferences between honeycomb and hole-pattern damper seals. 
Compared to a honeycomb seal, the hole-pattern damper seal 
has a much simpler surface configuration, which is formed by 
simply drilling holes into an annular smooth seal stator. 

The "damper seal" concept for liquid seals was originated 
by Von Pragenau (1982), who reasoned that a rough-stator/ 
smooth-rotor combination would yield a lower, asymptotic, cir
cumferential velocity than a smooth rotor (thus yielding lower 
cross-coupled stiffness values). Childs and Kim (1986b) con-
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smooth seals at the same clearances, about 20 percent lower 
stiffness values, and one third lower leakage. However, hole-
pattern damper gas seals have not been tested before. 

Test Apparatus and Experimental Setup 
The test apparatus utilizes air as the test fluid and consists 

of a rotor shaft that is suspended (pendulum fashion) from an 
upper, rigidly mounted, pivot shaft, as illustrated in Fig. 3. This 
configuration allows horizontal static and dynamic motion of 
the rotor, while an eccentric cam within the pivot shaft provides 

HONEYCOMB SEAL 

Y-VW 

Fig. 2 The surface configuration for hole-pattern damper and honey
comb seal 

ducted tests for nine hole-pattern damper liquid seals with vari
ous percentage of surface areas in holes. Their tests used rough
ened stators and a smooth rotor, and showed that an optimum 
configuration of hole-pattern takes up about 34 percent coverage 
of holes, and yielded a 37 percent increase of direct damping, 
while reducing leakage by 46 percent as compared to a smooth 
seal. A subsequent series of tests were done by Childs et al. 
(1990) at smaller clearances, and showed approximately the 
same damping performance for hole-pattern damper seals and 

PROXIMITY PROBE 

BACK PRESSURE SEAL 

THRUST BEARING 
SWIRL VANES 

PRESSURE-CONTROL PORT 

Fig. 4 Cross section of test rig 

N o m e n c l a t u r e 

A = whirl amplitude (mm) 
Ax, AY = Fourier transformed absolute 

acceleration of stator housing 
(m/s2) 

C, c = direct and cross-coupled 
damping coefficients (N-s/m) 

Cr = seal clearance (mm) 
d = hole-pattern damper seal hole 

diameter (mm) 
D = diameter of seal (mm) 

Dx, Dr = Fourier transformed motion of 
the stator relative to the rotor 
(m) 

fsx,fsY = measured stator housing reac
tion forces (N) 

Hxx, H. 

K 

M, m 

•Y = Fourier transformed compo
nents of seal reaction forces 
(N) 

y = direct and cross-coupled im
pedance functions (N/m) 

k = direct and cross-coupled 
stiffness (N/m) 
direct and cross-coupled in
ertia (kg) 
mass flow rate (kg/s) 
mass of stator housing (kg) 

Ph = back pressure (bar) 
P, = inlet (reservoir) pressure 

(bar) 
Pm = PblPr, absolute pressure ra

tio 

m 
Ms 

Q = volumetric flow rate (m3/s) 
R = rotor radius (m) 
"o = UoalRuj, inlet circumferential 

velocity ratio 
f/©o = inlet circumferential velocity 

(m/s) 
X, Y = displacement of the stator rela

tive to the rotor (m) 
Xs, Ys = absolute acceleration of stator 

housing (m/s2) 
y = area fraction factor introduced 

in Eq. (7) 
UJ = rotor angular velocity (rad/s) 
Q = rotor precession frequency 

(rad/s) 
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Table 1 Test points 
Rotor 
Speed 

u(rpm) 

Inlet 
Pressure 
Pr (bar) 

Pressure 
Ratio 
P,.W 

Inlet Preswirl 
in the 

Direction of 
Rotor Rotation 

4680 7.9 0.65 None 

8640 13.1 0.45 Intermediate 

16500 18.3 0.3 High 
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A comparison of mass flow rate versus inlet pressure for all seals 
= 0.45 

static vertical position capability for the rotor (Childs et al., 
1986a; Pelletti, 1990). 

The rotor is excited horizontally by a hydraulic shaker head 
that acts on the rotor shaft housing. The excitation frequency 
range is from 40 to 70 Hz. The rotor excitation produces seal 
reaction forces that are measured by three load cells which 
support the seal stator in a trihedral fashion. Two accelerometers 
mounted in the X and K-directions are used to subtract the forces 
on the stator housing due to external residual vibrations. 

As Fig. 4 illustrates, high pressure air enters the test section 
from one side of the rig and passes a pre-swirl guide vane 
before entering the test seal. Inlet pressure is manually regulated 
by a control valve located upstream of the test section. The seal 
pressure ratio cross the seal, defined as absolute exit pressure 
divided by absolute inlet pressure, is controlled by a back-
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Fig. 8 A comparison of cross-coupled stiffness versus inlet circumfer
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Fig. 9 A comparison of direct damping versus inlet circumferential ve
locity ratio for all seals at P„ = 0.45 

pressure seal with inlet and exhaust ports. Air is injected (or 
withdrawn) through the ports to decrease (or increase) the pres
sure drop across the seal. 

The test apparatus yields three inlet swirl velocities. Inlet 
swirl is controlled by the two swirl vanes illustrated in Fig. 5, 
plus a set of straight vanes. The calculation of inlet circumferen
tial velocity is initiated by dividing the volumetric flow rate Q 
(measured with a turbine flow meter) by the area that is normal 
to the exit vane angles. 

Rotordynamic-Coefflcient Identification. The equation of 
motion for the seal stator housing is 

fsx 

JSY 

MSXS 

MSYS 

K k 

~k K 

C c 
-c C GM51 (2) 

where Ms is the stator housing mass, and fsx and fSY are the 
measured reaction forces on the stator housing. The acceleration 
components of the housing, measured by the accelerometers, 
are denoted by Xs and Ys. 

An analog circuit is used to generate fsx - MSXS and/ s y -
MSYs from measured reaction-forces and acceleration compo
nents. The Fourier transform of Eq. (2) is represented by 

Fsx ~ MSAX 

Fsy - MSAy 

Hxx 

~HxY 

Hxi 

HXx Dy] 

where 

Hxx = (K - u>2M) + juiC 

HXY = k + jujc. 

Rearranging Eq. (3) produces the following relation: 

(3) 

(4) 

f Fsx - MSAX | = 

1 Fsr - MsAy J 
Dx 

Dy 

Dy 

-Dx 

Hxx 

HXY 
(5) 

from which Hxx and HXY are solved and yield the following 
impedance relations: 

Hxx — 
(Fsx - MSAX)DX - (Fsr - MSAY)DY 

HXY — 

Dl + D\ 

(Fsx - MSAX)DY - (Fsy ~ MSAY)DX 

Dl + D\ 
(6) 

Equation (4) shows that the real components of the above im
pedances, HXX and Hxy, contain the stiffness coefficients, while 
the imaginary component contains the damping coefficients. 
Thus, the rotordynamic coefficients are calculated via a least-
squares curve fit of the real and imaginary components of Hxx 

and HXY. 

Test Parameters. The test rig can be used to study the 
effects of the following six independent test parameters on the 
rotordynamic and leakage characteristics of a variety of seals: 

1 rotor speed 
2 seal inlet pressure 
3 pressure ratio across the seal 
4 inlet fluid rotation 
5 seal clearance 
6 seal geometry 

Test points are measured by varying the first 4 parameters 
above over the values specified in Table 1. The seal clearance 
can be controlled by changing the rotors. In this study, each 
seal has been tested at two clearances 0.30 mm and 0.23 mm. 

I ' l U ' l ' l ' l ' l 
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INLET CIRCUMFERENTIAL VELOCITY RATIO (-) 
Fig. 10 A comparison of effective damping versus inlet circumferential 
velocity ratio for all seals at P„ - 0.45 
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Seal Geometries. Three hole-pattern damper seals with dif
ferent surface configurations and a honeycomb seal were tested. 
Hole-pattern damper seals were designed using liquid hole-
pattern seals experience (Childs et al., 1986b) as reference. All 
seals have the same diameters (152 mm), lengths (50.8 mm), 
and hole (or cell) depths (2.29 mm). The surface geometries 
of hole-pattern damper seals are shown in Fig. 6, where y is 
the hole-area fraction, defined as 

Hole Surface Area 
y = (7) 

Seal Surface Area 

Test Results and Relative Performance 

Three hole-pattern damper seals and a honeycomb seal were 
tested under the same test condition (Table 1) with two radial 
clearances (0.30 mm and 0.23 mm). Unfortunately, due to an 
equipment failure that damaged the seal, only one nonswirl 
condition at one radial clearance (C,. = 0.23 mm) test was 
completed for the d = 3.175 mm (y = 0.69) hole-pattern 
damper seal. Hence, for this seal, the graphical test results are 
presented by single point. Seals were compared based on leak
age-control performance, cross-coupled stiffness k, direct 
damping C, and effective damping Ceff. 

As noted, comparisons can not be made between the d = 
3.175 mm (y = 0.69) hole-pattern damper seal and the honey
comb seal at larger clearance since the tests were not completed. 
For the other two hole-pattern seals, test results are generally 
poorer than for the honeycomb seal. Therefore, test results at 
this clearance are not presented. 

Figures 7 through 14 illustrate mass flow rate, K, C, and Ceff 

for three hole-pattern damper seals and a honeycomb seal, with 
pressure ratio Pm = 0.45 and 0.3. An examination of these 
figures supports the following conclusions: 

1 The d = 3.175 mm (y = 0.69) hole-pattern damper seal 
has better leakage control performance. There is an average 
of 12 percent leakage rate reduction when compared to the 
honeycomb seal. However, the leakage rate for the other 
two hole-pattern damper seals are normally higher than the 
honeycomb seal. 

2 The magnitudes of cross-coupled stiffness and their sensitiv
ities to increasing inlet circumferential velocity are higher 
for all hole-pattern damper seals than for the honeycomb 
seal under all test conditions. Cross-coupled stiffness for all 
hole-pattern damper seals increases with increasing running 
speed, absolute inlet pressure, and decreasing inlet pressure 
ratio. 

3 Direct damping for the d = 3.175 mm (y = 0.69) hole-
pattern damper seal is considerably higher than the honey
comb seal under most test conditions. At Pm = 0.30, all 
hole-pattern damper seals have higher C values than the 
honeycomb seal. Direct damping for hole-pattern damper 

seals increases with increasing inlet pressure and decreasing 
pressure ratio. 

4 The effective damping values for the d = 3.175 mm (y = 
0.69) hole-pattern damper seal are generally higher than the 
honeycomb seal. The magnitudes of effective damping for 
hole-pattern damper seals increase with increasing inlet 
pressure, increasing running speed, and decreasing pressure 
ratio. Note that the effective damping for the d = 3.175 mm 
(y = 0.69) hole-pattern damper seal tends to increase with 
increasing running speed, while those for the honeycomb 
seal decrease. 

Conclusion 
Test results have been obtained for three hole-pattern damper 

seals configuration. According to these results and their compar
ison with honeycomb seal, the following conclusions hold: 

a All hole-pattern seal configurations generally provide higher 
effective damping than the honeycomb seals. 

b At the highest supply pressure and lower pressure ratio 
(highest pressure drop) the d = 3.175 mm (y = 0.69) 
hole-pattern damper seal leaked 12 percent less than the 
honeycomb seal, and had markedly higher effective damp
ing values. Unforturnately, this seal was damaged during 
testing and only zero preswirl data are available. 

c Based on test results and comparison, hole-pattern damper 
seals can be attractive alternatives to honeycomb seal. 
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A Survey of Blade Tip-Timing 
Measurement Techniques for 
Turbomachinery Vibration 
This paper aims at providing a comparative survey of current analysis methods for 
the interpretation of vibration data measured at turbomachinery rotor blade tips 
using optical laser probes. The methods are classified by the form of the vibration 
that they attempt to identify, namely, asynchronous and synchronous with respect to 
rotor speed. The performance of the various techniques is investigated by using 
both actual assembly measurements and simulated response data. In the latter case, 
synchronous vibration data are obtained via a multidegree-of-freedom numerical 
simulator that includes the structural and geometric properties of the bladed-disk 
assembly, the external forcing terms, and the characteristics of the optical probe. 
When using experimental data, the results of the tip timing analysis are compared 
to those obtained from standard strain-gauge tests and the relative merits of the two 
approaches are discussed with emphasis on the effects of blade mistuning. Existing 
industry standard, tip-timing analysis techniques are found to exhibit a number of 
inherent limitations and suggestions were made to address these deficiencies. A 
detailed tip-timing case study for a steam turbine rotor is presented in some detail, 
and other potential application areas are explored. Of particular note is the introduc
tion of a new indirect analysis method for identifying the characteristics of synchro
nous vibration modes using measurements from two probes. Finally, new avenues 
for future analysis methods and further developments in tip-timing systems are also 
discussed. 

1 Introduction 
Vibration measurements on turbomachinery blades form an 

essential part of the overall engine design process. Contacting 
vibration measurement techniques, such as strain gauges, are 
well established, but they rely on complicated telemetry or slip 
ring systems, they are costly to install, they have a limited 
operating life, and they often interfere with the aerodynamic 
and mechanical properties of the assembly. Alternative noncon-
tacting measurement techniques have been developed to mini
mize such adverse effects, and one particular approach, known 
as blade tip-timing, measures blade-tip deflection using optical 
probes mounted in the assembly casing. In the absence of any 
structural vibration, the time for the tip of a particular blade to 
reach the optical probe, the so-called blade arrival time, would 
be dependent on the rotational speed only. However, when the 
blade is vibrating, blade arrival times will depend on both the 
amplitude and the frequency of the vibration. In principle, the 
blade motion can be characterized from knowledge of such data. 
As with other transducers, such as strain gauges and accelerom-
eters, whether a particular mode can be captured by a given 
laser probe depends on the measurement location. Typically, 
measurements are taken near the leading edge of the blade to 
maintain reasonable sensitivity to the motion of the first few 
bending and torsion modes. 

At constant rotational speed, synchronous vibration can be 
characterized using velocity or displacement measurements of 
assembly response from many probes (Endoh et al., 1983) de
scribing such a system with 50 probes. However, given acquisi
tion system costs and required assembly modifications, it is 
highly desirable to use a small number of probes and substantial 
research effort in tip-timing is devoted to devising new data 
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processing techniques using a limited number of probes. The 
determination of synchronous vibration characteristics using a 
single probe (Zablotsky and Korostelev, 1970) requires mea
surements to be acquired over a small speed range such that 
changes in steady-state blade response due to centripetal forces, 
gas loading, and temperature are assumed to be negligible. 

A tip-timing system, shown schematically in Fig. 1, consists 
of three main elements: (i) the acquisition of raw blade arrival 
time data by a number of stationary probes placed in the casing, 
(ii) the derivation of characteristic vibration parameters, such 
as blade displacement, velocity, and acceleration from the mea
sured data, and (iii) the processing of the characteristic parame
ters to describe the vibration properties of the bladed-disk as
sembly. Steps (i) and (ii) are relatively straightforward and the 
acquisition system technology and parameter derivation meth
ods have reached a mature development point. Step (iii) is 
crucial to overall system operation as it provides information 
about the dynamic characteristics of the assembly. 

The unsteady components of the blade response are derived 
from tip-timing measurements of displacement, velocity or ac
celeration values at fixed points on the blade tip. For asynchro
nous vibration, the mean value of the measurements over a 
limited number of samples (or speed range) is used to remove 
the steady part of the response. For synchronous vibration, the 
measurement of the unsteady components uses the blade loca
tion relative to a nonvibrating rotating datum which can be 
provided by a reference rotor, a shaft encoder, a once-per-revo-
lution probe, or a blade root probe. McCarty and Thompson 
(1980) describe a typical displacement measurement system 
using nonvibrating data derived from a once-per-revolution sig
nal. 

The relative merits of using contacting and noncontacting 
measurement devices have been discussed many times before. 
It is generally accepted that the former type, such as strain 
gauges, provide better accuracy while the latter provide more 
information and, more importantly, do not change the dynamic 
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characteristics of the structure under observation. The impor
tance of such a feature will be illustrated below via an industrial 
case study. In the case of an industrial turbine, blade failures 
were observed for extended operation periods. Strain gauge 
testing of the affected blades failed to indicate critical vibration 
levels that would result in blade failure. As the blades were 
only 20 mm high, it was thought that the dynamic properties 
were significantly affected by the strain gauge attachments. On 
the other hand, tip-timing measurements, made under identical 
operating conditions, pinpointed two blades with excessive re
sponse levels. A statistical analysis of the tip-timing measure
ments is shown in Fig. 2 for both the mean and maximum 
blade responses. Although the mean response of the 101 blades 
remains relatively unchanged, there is a significant increase in 
the maximum response, the event being triggered by the opening 
of a control valve. To capture the same response, not only the 
strain gauge dimensions would need to be small compared to 
those of the blade, but also every blade would need to be instru
mented, unless the failure position was known to be repeatable. 

As existing predictive tools for either synchronous or asyn
chronous vibration have not yet reached the level of accuracy 
that is required for design calculations, engine developments 
rely heavily on rig tests, a feature that necessitates the develop
ment of advanced measurement techniques. The main purpose 
of this paper is to focus on one such technique, blade tip-timing, 
and to review the principal methods available for the analysis 
and interpretation of bladed-disk vibration data acquired using 
optical tip-timing probes. For the purposes of tip-timing data 
analysis, there are two distinct classes of response, namely, 
synchronous and asynchronous. Synchronous (or integral or
der) resonances are assembly modes that are excited at multiples 
of the rotational speed. Asynchronous resonances are mainly 
due to aerodynamic instabilities such as rotating stall and flutter. 

2 Asynchronous Response Tip-Timing Analysis 
Methods 

Asynchronous response analysis methods aim at identifying 
the amplitude and frequency of nonintegral order resonances 
from measurements at the blade tips. The sensors are placed at 
equally spaced locations around the casing in order to ensure 
that the response parameters are approximately equally spaced 
in time. From the sampling theory, the amplitude and frequency 
components of the assembly response can be identified uniquely 
up to a frequency: 

passing probe 

OPR passing ,, e 

limes limes ! 
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Vibralion data storage 
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Fig. 2 Statistical analysis of tip-timing asynchronous response mea
surements 

2 ' 
(1) 

Fig. 1 Typical blade tip-timing system elements 

where M is the number of response measurement points around 
the periphery, and Q. the assembly rotational speed. McCarty 
and Thompson (1980) suggested a frequency range of 0-3500 
Hz and a maximum rotational speed of 16,600 rpm for a typical 
axial compressor. Such conditions will require 26 probes to 
satisfy Eq. (1), a somewhat unrealistic proposition. 

In the 1970s and 1980s, NASA and the U.S. Air Force under
took an extensive research program aimed at demonstrating the 
feasibility of a gas turbine vibration measurement system based 
on tip timing techniques. The objectives were to obtain accurate 
information for the amplitude and frequency of the assembly 
response and to reduce the requirement for contacting vibration 
measurement techniques. Asynchronous response analysis 
methods, based on one or two circumferential measurements 
made at the same axial position, were extensively researched 
as part of this program. The spectral analysis of the response 
amplitude at each measurement location was performed in two 
ways. First, measurements from a single blade on successive 
assembly rotations were used to compute individual spectra for 
each blade in the assembly. Second, measurements taken in the 
blade arrival order at the measurement location were combined 
to give a single all-blade spectrum. The amplitude of the actual 
assembly response frequency components can be determined 
from response amplitude measurements at a single location from 
either the individual blade spectra (McCarty et al., 1980) or 
from the all-blade spectrum (Watkins et al., 1985). The individ
ual blade spectra are sensitive to measurement noise and can 
be affected by multiple frequencies in the response. Both meth
ods are based on a single measurement location and require 
prior knowledge of the expected assembly resonances. These 
two methods were extended to two measurement locations by 
Watkins and Chi (1987), their approach being based on analysis 
techniques proposed by Kurkov and Dicus (1978) and Kurkov 
(1983). The NASA and U.S. Air Force research program con
sidered a maximum of two measurement locations and con
cluded that this approach was adequate for determining the 
amplitude and frequency components of asynchronous assembly 
response to a satisfactory level of accuracy for current aerospace 
measurement requirements. The asynchronous response analy
sis techniques that are documented in the published literature 
is summarized in the following diagram: 
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Single response amplitude 
measurement location 

Overall response amplitude Single response amplitude 
measurement location 

Overall response amplitude Single response amplitude 
measurement location 

Individual blade spectra Individual blade spectra 

AU-blade spectrum AU-blade spectrum 

Two response amplitude 
measurement locations 

Individual blade spectra Two response amplitude 
measurement locations 

Individual blade spectra Two response amplitude 
measurement locations 

AU-blade spectrum AU-blade spectrum 

2.1 Overall Response Amplitude. Hohenberg (1967) in
dicated that the asynchronous response amplitude could be de
termined from the measurement of a single blade tip response 
parameter at a single location. The measured maximum-to-mini
mum amplitude over a finite period is assumed to be equal to 
the actual maximum-to-minimum amplitude of the assembly 
response. The method does not provide resonant frequency in
formation, and, hence, the determination of assembly stresses 
requires prior knowledge of this quantity. 

The measurement of the overall response amplitude using a 
single probe is the simplest tip-timing method and it is widely 
used for safety monitoring of turbomachines, both during devel
opment and in service (Nava et al., 1993; Rozelle et al., 1989). 
Although the actual overall amplitude has contributions from 
all assembly response modes, the maximum assembly stress 
calculated from overall amplitude measurements while travers
ing a single mode has been shown to be within 10 percent 
of the value obtained from strain gauge measurements. Given 
measurement uncertainties in both techniques, tip-timing results 
can be considered to be acceptable. However, this particular 
technique is not applicable to close modes and, as mentioned 
before, cannot identify the resonance frequencies. 

2.2 Single Blade Analysis. A number of methods are 
available for identifying the resonance frequencies from a Fou
rier analysis of the response parameters, (Kurkov and Dicus 
1978; McCarty et al., 1980; Watkins et al., 1985; Watkins and 
Chi, 1987). All these tip-timing analysis methods have been 
shown to identify the resonance frequency and the maximum 
amplitude correctly, as extensive checks have been made against 
strain gauge data. Broadly speaking, when the assembly vibra
tion is dominated by a single resonance, the frequency of that 
resonance can be identified with good accuracy. However, if 
the corresponding maximum amplitude is low, say around 20 
^m, which typically corresponds to 1 percent of a 107 cycle 
endurance limit, the quality of the Fourier spectrum is degraded 
by experimental noise, limiting the application of these methods 
in such cases. Although the researchers concluded that resonant 
frequency estimates were reliable, it is the authors' opinion that 
an accurate interpretation of the spectra was only possible as 
the resonance values were known from measurements other 
than tip-timing. The frequency identification using tip-timing 
analysis methods is particularly difficult because the value is 
determined indirectly from the single and all-blade spectra. The 
frequency content of tip-timing response measurements cannot 
be limited prior to "sampling", and the samples will inevitably 
contain signals at frequencies above the sampling rate as well 
as noise. The maximum detection frequency in a single blade 
spectrum is half the assembly rotation rate, and, hence, most 
resonances are present only as aliases in the spectrum. Further
more, the signal to noise ratio is low as noise is aliased into a 
limited frequency range from a wide frequency range. The true 
frequency can be derived from 

/ « = \kf,-fr\, (2) 

where/, is the frequency in the single blade spectrum,/, is the 

sample frequency, / . is the true resonance frequency, and k is 
an integer. The application of (2) requires the measurements 
to be made at approximately constant speed. So, only a limited 
number of data points can be used in the Fourier analysis which 
results in a poor spectrum. For typical turbomachinery vibration 
surveys, where speed changes continuously and contains ran
dom variations, single spectra are formed from 256 samples, 
giving a typical frequency resolution of 0.7 Hz (Watkins et al., 
1985). Ensemble averaging of such spectra is not possible as 
there are significant differences in the acquisition conditions of 
the individual spectra. In practice, the low frequency resolution, 
poor signal-to-noise ratio and aliasing of the response frequency 
components into a limited band do not allow accurate estimates 
of the spectral peak frequencies. As mentioned earlier, under 
such conditions, the resonance frequencies cannot be identified 
reliably using the single-blade spectra technique, unless some 
guide values are available from some other independent tech
nique. 

2.3 All-Blade Spectrum Analysis. AU-blade spectrum 
analysis assumes that the bladed-disk assembly vibrates in nodal 
diameter modes, that is to say the contour of the stationary 
points describes a certain number of diameters of the disk. 
Because of circular symmetry, the nodal diameter modes will 
occur in orthogonal pairs that will become travelling waves 
under the effect of rotation. Forward travelling waves corre
spond to the rotation of the nodal lines in the same direction 
as assembly rotation and backward ones have their nodal lines 
rotating in the opposite direction. The amplitude, Sk, and phase, 
4>k, of the blade response are given by 

n 

V * ' = I A„e'("I2*<*-1)"v<>1+'"«\ ( 3 ) 

where Nb is the number of blades on the assembly, k is the 
blade index 1, 2, . . . , Nb, A„, and i/f„ are the response amplitude 
and phase for nodal diameter n, where n is positive for forward 
travelling waves and negative for backward travelling waves. 
For an even number of blades »max = Nhl2 and nmin = 1 — Nbl 
2, whereas for an odd number of blades «max = (Nb — 1 )/2 and 
"mm = -(N„- l ) /2 . 

For a single excitation frequency in the rotating reference 
frame, u>rotatji,g, (3) can be modified to give the blade response 
time history 

n 

S ^ V H o W = ( X A„e'W2'r(^1)w*l+'''"))e'a'r„,.,i„E'. (4) 
tt~"min 

Equation (4) is derived for a rotating reference frame which is 
fixed relative to the bladed disk assembly. For each nodal diam
eter, there is a constant phase angle of n(360(k - \)INb) 
degrees between consecutive blades. Assuming that all blades 
are vibrating at the same frequency, which is implicit in (4), a 
spatial Fourier transform of the measured response amplitude 
of successive blades will give the travelling wave response in 
the stationary (or measurement) reference frame. This approach 
is referred to as all-blade or travelling-wave analysis. In the 
stationary reference frame, the blade angular position changes 
with time due to assembly rotation H. In the stationary frame 
of reference, the right hand side of (4) becomes 

n 

( X A„e' ' (n | (2* (*-1)W* ,+"'1+^)eHW 
"~"min 

// max 

= ( X A„e'(»[2'r(t-|)/w«.I+*.))e/(^.-nE
+»!!)'. (5) 

Using (5), the stationary reference frame resonant frequency, 
ŝtationary, is given by (6), which is consistent with the form 

given by Watkins et al. (1985). 
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+ nil (6) 

The sample rate of the all-blade spectrum data is equal to the 
number of blades times the assembly rotation rate. In general, 
unlike those obtained from individual blade spectra, the resonant 
frequencies are not aliased and the problem of resolving true 
resonant frequencies is thus avoided. The increased spectrum 
bandwidth also improves the signal-to-noise ratio and enables 
spectral peaks to be identified more readily. However, a single 
resonant frequency can produce multiple frequency components 
in an all-blade spectrum due to the relationship given by (6). 
The spacing of these frequency components is an integer multi
ple of the assembly rotation rate, a feature that allows both the 
calculation of rotating frequencies from a number of compo
nents in the all-blade spectrum and a cross-check of the consis
tency of the results. When performing an all-blade analysis, a 
limited number of frequency components will be generated for 
a single resonant frequency as a specific nodal pattern tends to 
dominate the response. 

The objective of analysing an all-blade response spectrum is 
to identify the nodal diameter modes associated with the frequency 
components of significant amplitude. When a single response 
measurement location is used, the interpretation of an all-blade 
spectrum requires the nodal diameter pattern to be inferred from 
the values of the expected resonant frequencies, a task which can 
be difficult in practice. A typical all-blade spectrum, correspond
ing to tip-timing data acquired by the authors in the case of an 
industrial compressor, is shown in Fig. 3. 

The format used, the so-called Z-plot, is a modified Campbell 
diagram in which the print density indicates the strength of the 
vibration amplitude. In this particular case, the phenomenon of 
interest is rotating stall, the position of which is shown by the 
rectangular frame. The aim of the analysis is to determine the 
mode shape (i.e., the number of nodal diameters) associated 
with this particular rotating stall event. A technique proposed 
by Watkins and Chi (1987) will be used for this purpose: instead 
of identifying the nodal diameter number of the mode from 
the predicted natural frequencies, the all-blade spectra analysis 
technique can be extended to two measurement probes. In this 
case, the nodal diameter mode can be identified directly using 

Table 1 All-blade spectrum analysis for identifying the mode of the 
rotating stall event 

A<j!> 

Ad 
(7) 

where A<f> is the true phase difference of the spectral peaks, 
and A9 the angular separation of the two probes. Table 1 gives 
the results of applying the Watkins and Chi technique to the 
resonance identified in Fig. 3. 
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Values taken from all-blade spectra Analysis results 
Rotation 

speed 
(RPM) 

All blade 
spectrum 

peak 
frequency 

(Hz) 

First 
location 
phase 

(radians) 

Second 
location phase 

(radians) 

Calculated 
number of 

nodal 
diameters 

Calculated 
resonant 
response 
frequency 

(Hz) 

Actual 
number of 

nodal 
diameters 

Estimated 
resonant 
response 
frequency 

(Hz) 

4564 294.42 -1.216 -0.831 8.149 325.52 8 314.17 
4574 294.42 1.026 1.373 7.723 294.37 8 315.50 
4594 299.78 0.452 0.795 7.733 292.37 8 312.81 
4599 294.42 -1.583 -1.214 7.949 314.89 8 318.83 
4614 294.42 1.248 1.603 7.783 304.16 8 320.83 
4614 299.78 -2.081 -1.717 7.958 312.28 8 315.48 
4629 299.78 2.318 2.701 8.150 329.03 8 317.48 
4654 305.13 -0.742 -0.306 8.788 376.58 8 315.46 
4664 305.13 1.663 2.047 8.202 332.46 8 316.79 
4684 305.13 2.057 2.483 8.659 370.94 8 319.46 
4704 310.48 -0771 -0.373 8.388 347.22 8 316.77 
4719 310.48 -3.001 -2.652 7.828 305.27 8 318,77 

Fig. 3 Z -plot from all-blade spectrum showing rotating stall event 

Table 1 confirms that the shape of vibration, here 8 nodal 
diameters, can be determined reliably by using two measure
ment locations. Although it is generally thought that tip-timing 
techniques cannot provide accurate values of resonant frequen
cies, measurements at two locations can yield acceptable esti
mates of asynchronous resonant frequencies and amplitudes. 
Experience suggests that confident identification of resonances 
still requires close predictions of their values. Typical industrial 
development programs use strain gauges for initial vibration 
measurements on new designs and tip-timing methods during 
the operation of these designs or their derivatives. 

3 Synchronous Response Tip-Timing Analysis Meth
ods 

Synchronous response analyses can be divided into direct 
and indirect methods. Direct analysis methods typically take 
four response samples on each assembly rotation for approxi
mately constant operating conditions, and identify the resonance 
characteristics for each sample set. These methods have the 
potential of identifying maximum vibration amplitudes for sin
gle or multiple resonances in real-time. On the other hand, 
indirect analysis methods typically take one or two response 
samples at each assembly rotation as a resonance is traversed. 
Therefore, they can only give a single frequency component, 
i.e., the resonant frequency. As the resonance is traversed, the 
excitation and response characteristics change due to changes 
in the assembly rotation speed. Typically, indirect methods give 
the engine order of the resonance and a mean value of the 
associated frequency has to be calculated from the speed range 
over which resonance occurs. 

3.1 Direct Analysis Methods. There is little published 
information on direct methods, although Robinson and Wash
burn (1991) indicate that a least-squares sine fit to measure
ments from four probe locations can give the amplitude and 
frequency of an integral order vibration. A recent application 
of curve fitting techniques to determine the response amplitude, 
phase, and frequency has been mentioned by Jones (1996) with
out any specific details. However, independent research by the 
authors revealed that such techniques are very sensitive to mea
surement noise, a feature that limits their practical application. 
However, these techniques have the advantage of using a limited 
of number of probes on a single assembly rotation to give the 
required vibration characteristics at all operating conditions. 

3.2 Indirect Analysis Methods. One indirect method, 
proposed by Zablotsky and Korostelev (1970), has become a de 
facto standard method for determining the amplitude of single 
synchronous resonances, with recent applications being reported 
by Chi and Jones (1988). The analysis technique is based on 
measuring a single tip response parameter, such as displacement 
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(or velocity, or acceleration), using a single probe. The reso
nance is excited by varying the assembly rotation speed in such 
a way that the assembly is forced to traverse the resonance of 
interest. The form of the measured displacement versus rota
tional speed characteristic depends on the position of the mea
surement probe, typical plots for different measurement posi
tions being shown in Fig. 4. 

The actual resonance amplitude is the peak response ampli
tude at the measurement location on the blade, this being identi
cal to the measured response amplitude at the 0 deg location. 
The angular location of the probes refers to a fixed position 
expressed in terms of the wavelength of the response. Consider 
a forced response of order n at conditions below the resonance 
of interest. The origin for angular locations on the assembly 
casing is chosen to be at a response node and, for the first half 
cycle of the response, the response amplitude increases as the 
angular location increases. Therefore, an angular location of a 
on the resonance corresponds to an angular location of aln on 
the casing. 

It is usually assumed that the maximum (zero-to-peak) reso
nant response is given by the maximum-to-minimum values 
of the measured displacement versus speed characteristic. It is 
further assumed that this value is independent of the location 
of the measurement point. It has been shown by Heath and 
Imregun (1996) that there are inherent errors associated with 
such assumptions and that the magnitude of the errors depends 
both on the probe location and the maximum resonance ampli
tude. 

The evaluation of the accuracy of a tip-timing analysis 
method requires the response to be known accurately. As this 
is not the case for actual assembly measurements, benchmark 
response data need to be generated from known system proper
ties. A numerical simulator, capable of calculating accurate 
blade arrival times from given structural, geometric, data acqui
sition and excitation parameters, was developed for this purpose 
and it will also be used here (Heath and Imregun 1996). 

A numerical simulation of the assembly response was ob
tained under known forcing and the corresponding displacement 
versus speed characteristics were also computed using the same 
model. The apparent resonance amplitude, Rmax, was taken as 
the maximum-to-minimum value in the displacement versus 
speed plots. The exact value, Amax, was obtained directly from 
the numerical simulation and the percentage discrepancy (or 
error), p, between the exact and apparent values of resonance 
amplitude was calculated from 

Percentage Error In Maximum Resonance Amplitude 

P = X 100. 

The relative resonance amplitude, Aa\, is defined as 

(8) 

Rotation speed 

Measurement probe at 180p 

location on resonance 

Rotation speed 

Fig. 4 Comparison of actual and measured response amplitudes for 
different measurement positions 

Percentage Discrepancy 

Fig. 5 Maximum resonance amplitude errors for Zablotsky and Koros-
telev method 

A r e ! = 
' m a x 

~R~ 
(9) 

where R is the assembly radius. 
The percentage error due to using the Zablotsky-Korostelev 

method is plotted in Fig. 5 for two different values of the relative 
resonance amplitude. The x-axis indicates the location of the 
probes on the resonance, if/, rather than on the assembly casing.1 

The errors are caused because of ignoring the dependence of 
the blade tip arrival time on the actual blade vibration amplitude. 
For synchronous responses, this assumption means that the de
tection point on the response is dependent on the vibration 
amplitude. Given that (in the stationary reference frame) the 
amplitude of a synchronous response is a function of angular 
position and of peak response amplitude, the phase of the re
sponse with respect to a stationary forcing term will change as 
the amplitude varies. Therefore, the response amplitude at the 
stationary measurement point will also change. However, as the 
arrival time is dependent on the response amplitude, the appar
ent change in the phase of the response at the measurement 
point will not be the same as the actual phase change between 
the forcing term and the response, hence the observed discrep
ancy in Fig. 5. 

For a given measurement location and assembly tip radius, 
plots of percentage error can be used to calculate the true value 
Am:iK from the apparent value Rmax. It is estimated that a maxi
mum error of about ± 8 percent will be seen for typical operating 
conditions. However, equivalent strain gauge measurements can 
produce errors of approximately ±10 percent, and, hence, cor
rections may not be necessary for small vibration amplitudes. 
However, these errors should not be ignored since (i) some 
modern fan blades are designed to undergo relatively large am
plitudes, and (ii) blade mistuning, due to small manufacturing 
differences, can significantly affect the analysis results. This 
second point will be discussed further below. 

3.3 Mistuning Effects. Mistuning, or small blade-to-
blade manufacturing differences, will cause the blades to have 
dramatically different response levels, and the assembly will 
exhibit many close modes because of the splitting double 
modes. Mistuning will also distort the displacement versus 
speed characteristic, and, hence, adversely affect the results of 
the analysis. The effects of mistuning were quantified using a 
numerical simulation of a 12-bladed disk assembly, running in 
the vicinity of a split 3 nodal-diameter mode,2 and subject to 
an engine-order excitation of 3. The finite element model of the 
assembly was adjusted to give a ±5 percent variation in the 
individual blade cantilever frequencies. The true maximum res
onance displacement was obtained directly from the finite ele
ment model and the corresponding displacement versus speed 

1 For a resonance of order n, the location on the resonance is related to angular 
position on the casing 8 by the relationship: i/r = nO + y, where y is an angular 
offset determined by the angular position of the resonance relative to the casing. 

2 Double modes split into two single ones with close frequencies and similar 
but not identical mode shapes. 
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Table 2 Actual and apparent maximum displacements at resonance Measured Displacement (m) 

Blade 
number 

True 
maximum 

blade 
displacement 

(mm) 

Observed 
peak-to-peak 

blade 
displacement 

(mm) 

Maximum 
displacement 

error 

1 17.56 16.55 -5.8% 
4 19.26 18.55 -3.7% 
9 17.20 16.98 + 1.3% 
11 19.61 19.34 +1.3% 

characteristics were computed via the tip-timing numerical sim
ulator. The actual and apparent resonance amplitudes from the 
Zablotsky and Korostelev method are given in Table 2. 

Variations in the maximum displacement error are to be ex
pected, as mistuning results in a different actual maximum dis
placement for each blade when traversing the resonance. How
ever, Fig. 5 shows that the percentage error has a fixed sign for 
a fixed probe location. In Table 2, blades 1 and 9 have similar 
actual maximum displacements, but the percentage errors are 
of opposite sign. Therefore, mistuning can cause further errors 
in the results of the Zablotsky and Korostelev analysis method. 
However, the effects of mistuning can be readily seen in the 
displacement versus speed plots, and, unless there is a marked 
mistuning effect, the measured maximum displacement values 
are probably still as accurate as those provided by strain gauges. 
However, the Zablostky and Korostelev method is unable to 
determine the amplitude of vibration in the vicinity of close 
modes where individual values for maximum-to-minimum dis
placements cannot be readily discerned. Figure 6 shows a typi
cal displacement versus speed plot for such a situation. The 
measured displacement in Fig. 6 is relative to a nonvibrating 
datum, giving a fixed offset of approximately 50 mm. The maxi
mum resonance amplitude measured in Fig. 6 is about 1.5 mm. 

3.4 Indirect Analysis Method for Frequency Determina
tion. The authors have developed a new indirect analysis 
method, the so-called two-parameter plot technique, for identi
fying the maximum amplitude, the resonant frequency and the 
excitation order of a vibration mode using measurements from 
two probes. A detailed discussion is given in the appendix. The 
method has been successfully applied to industrial cases and the 
resonant frequency, the maximum amplitude, and the excitation 
order have been determined with good accuracy. A typical case 
study will be discussed here for illustrative purposes. The dis
placements versus speed plots, obtained at two probes while 
traversing a resonance, are shown in Fig. 7. The objective of 
the analysis is to determine the engine order of the excitation, 
which is known to be 2 from other sources. 

The information has been analysed for each blade in turn and 
the order of the excitation has been calculated independently. 
The results are plotted in Fig. 8, and it is easily seen that the 
mean value of the predicted engine order excitation is almost 
2. It should be noted that no corresponding amplitude plots are 

Measured Displacement Vs Speed For Close Blade Modes 

1800 1620 1840 1860 1880 

Assembly Rotation Speed (RPM) 

1900 

Fig. 7 Measured displacement versus speed characteristic as the reso
nance of interest is traversed 

given as the objective of the analysis was the determination of 
the excitation order only. 

4 Concluding Remarks 

1 A review of tip-timing analysis methods has been carried out 
and the performance of these methods has been discussed 
in some detail. Whilst tip-timing measurements inherently 
contain less information than those provided by strain 
gauges, methods for their analysis allow the amplitude and 
frequency of all response types to be identified. However, 
the interpretation of tip-timing data is far from being trivial 
and further refinement of the various available methods is 
necessary for their use by non tip-timing specialists. 

2 If it was possible to use a large number of probes so that a 
standard Fourier analysis could be conducted, there would 
be no analysis difficulties in identifying the vibration charac
teristics. However, the use of a large number of probes, say 
more than 10, is impractical. Therefore, alternative, albeit 
approximate, methods need to be developed. As the rotor 
diameter increases, the possibility of increasing the number 
of probes also increases but at significant additional cost. It 
is common aerospace practice to install a maximum of four 
probes per stage of blading. 

3 The industry-standard Zablotsky and Korostelev analysis 
method has a number of inherent limitations. The errors due 
to measurement sensor location and maximum resonance 
amplitude may be considered acceptable when comparing 
the accuracy of the method with that of strain gauge mea
surements. Also, further work is necessary to understand 
the effects of mistuning fully. 

4 A new indirect analysis method, the so-called two-parameter 
plot technique, has been developed for identifying the vibra
tion characteristics of synchronous resonances using two 
probes only. However, further development is necessary to 
allow its routine application to any measured data, especially 
when unexpected resonances are encountered. Although the 
accuracy of the method is affected by relative resonance 
amplitudes and mistuning, such errors have been quantified 
and are considered to be acceptable. It is believed that fur-
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Fig. 6 Measured displacement versus speed characteristic for close 
modes 

Blade Number 

Fig. 8 Identification of the excitation order 
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ther refinements of the method should virtually eliminate 
these shortcomings but work has not yet reached this stage. 
An extension to asynchronous vibration measurements is 
considered to be possible. 

5 Tip-timing has become an accepted vibration measurement 
technique in the turbomachinery industry. The number of 
strain-gauge measurements has been reduced significantly, 
creating substantial savings on development and commis
sioning costs. However, tip-timing systems described in the 
open literature have rudimentary presentation and analysis 
capabilities and there are no equivalent commercial systems. 
Therefore, improvements to the user interface and further 
development of validated analysis methods will allow a 
more widespread use of the tip-timing method. 
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A P P E N D I X 

Two-Parameter Plot Method for Resonance Identifi
cation European Patent Application EPA 0826949-A2 

Consider a synchronous resonance measured using two sen
sors, A and B, located on the assembly periphery. Let sensor A 
be at angular position, 6A on the assembly periphery and let A8 
be the angular spacing in the direction of rotation between 
sensors A and B. For a resonance of order n, the response 
amplitudes measured at sensor A, xA and sensor B, xB are given 
by: 

xA = A(ui) cos (ndA + 4>(LO)) + C (A-l) 

xB = A(u>) cos (n9A + 4>(u>) + n/S.6) + C (A-2) 

where A (u) and i//( UJ ) are the amplitude and phase of the assem
bly response and C is a constant offset. If Ai/> is the angular 
separation of the sensors on the resonance, equation (A-2) can 
be rewritten as: 

xB = A(tu) COS (ndA + t//(w) + Ai/0 + C (A-3) 

When the sensor angular separation Aifi on the resonance is 
90°, equation (A-3) becomes: 

xB = -A(UJ) sin (n9A + t//(w)) + C (A-4) 

For a single-degree-of-freedom system, a polar plot of the sys
tem's response forms a circle as a resonance is traversed. Such 
a situation is shown in Fig. Al by considering the excitation 
frequency and the response amplitude & phase. 

Given the polar plot above and the form of equations (A-1) 
and (A-4), a plot of xA against xB will also describe a circle if 
the assembly response can be approximated to that of a single-
degree-of-freedom system and if the sensors are separated by 
90° on the resonance of interest. Let us assume that, in the 
vicinity of resonance, the synchronous response of a tuned as
sembly can be approximated to that of a single-degree-of-free
dom system. In this case, a plot of xA against xB for a 90° angular 
separation will describe a circle. The location of that circle in 
the XY plane will be determined by the fixed offset C which 
may be different for each sensor. The location of the point on 
the circle corresponding to excitation frequencies significantly 
away from resonance will be determined by the angular position 
of the sensors on the resonance n8A, n being the order of the 
excitation. 

Equations (A-l) and (A-3) were used to produce plots of xA 

versus xB for various sensor angular separations on the reso
nance, all with zero offset. Such plots, shown in Fig. A2, will 
be called ' 'two-parameter'' plots and they will defined in terms 
of ellipse geometry, though they are not true ellipses in the 
sense that there is no symmetry about the major axis (Fig. A3). 

Locus of points forms a 
circle as resonance is 
traversed Excitation frequency 

a>=(0, 

A((Bi)sin(\|/((0|» 

A((i>i)cos(y(a>,)) 

Fig. A1 Polar plot for single-degree-of-freedom-system resonance 
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Two Parameter Plot Characteristics For With Different Sensor Spacing 

10 Degree Sensor Separation 30 Degree Sensor Separation 

Sensor Spacing (Degrees ol Resonance) 

XA v y XA 

60 Degree Sensor Separation 90 Degree Sensor Separation 

Fig. A2 Plots of xA versus xfl for various sensor angular separations 

Major axis angle 

Fig. A3 Definition of two-parameter plot terminology 

Major axis: 

Minor axis: 

Major axis angle: 

Axis ratio: 

Straight line joining the two points furthest 
apart on the plot 
Maximum length straight line joining two 
points on the plot normal to the major axis 
Angle between major axis and horizontal 
plot axis 
Length of minor axis 

Length of major axis 

A relationship was found between the sensor angular separation, 
and the two-parameter plot axis ratio & the major axis angle. 
The relationship is independent of the location of sensor A on 
the resonance and is illustrated in Fig. A4. The major axis angle 
is always ±45° except for sensor separations of 90° and 270° 
for which it is undefined as the two-parameter plots are circles 
at these sensor separations. 

The relationship between the sensor separation, the axis ratio 
and the major axis angle is periodic for intervals of 360°. Four 

Fig. A4 Relationship between axis ratio, major axis angle and sensor 
angular separation 

Table A1 Sensor separation region definitions 

Region Sensor separation range 
1 0° to 90° 
2 90° to 180° 
3 180° to 270° 
4 270° to 360° 

Table A2 Polynomial coefficients for each sensor separation region 

Region P Q R s 
1 -7.22644 -21.82787 119.08946 -0.16976 
2 7.27262 21.84211 -119.16418 180.17559 
3 -7.28363 -21.82579 119.15622 179.82559 
4 7.21876 21.84879 -119.10273 360.17127 

regions can be identified within each 360° interval. Table Al 
lists the sensor separation ranges for each region. 

Within each region there is an almost linear relationship be
tween the sensor separation and the axis ratio. In practice, the 
axis ratio and the major axis angle can identified from a two-
parameter plot and the sensor separation calculated using Fig. 
A4. To enable a direct calculation of the sensor separation, a 
third-order polynomial fit of axis ratio to sensor separation was 
performed for each region. Equation (A-5) defines the polyno
mial used and Table A2 gives the polynomial coefficients for 
each region. 

Sensor spacing = P X (Axis ratio)3 + Q X (Axis ratio)2 

+ R X (Axis ratio) + S (A-5) 

Multiple values of sensor separation must be determined using 
the relationship of Fig. A4. Although sensor separation may be 
multi valued, the calculated resonance order should be a positive 
integer. It is possible that a number of sensor separation values 
will satisfy this condition and, in such cases, a knowledge of 
the expected or reasonable resonance order may be necessary. 

Once the sensor angular separation Ai/f is known, the excita
tion order, n, can be calculated from: 

At/> 

Ad 
(A-6) 

where Ad is the physical angular spacing between the sensors. 
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Crack Initiation in a Coated 
and an Uncoated Nickel-Base 
Superalloy Under TMF 
Conditions 
A thermomechanical fatigue (TMF) cycle, intended to represent aeroengine blade 
working conditions, was selected for carrying out tests on uncoated and aluminide 
coated SRR99 samples until test piece failure. Optical images of the surface of 
test pieces were collected during testing to monitor surface crack initiation and 
accompanying transformations. Using these images, surface changes were quantified 
as a function of time. Post test each sample was taken through an incremental 
polishing procedure to allow damage in the tested material to be studied as a function 
of depth, using optical microscope-based quantitative metallography and scanning 
electron microscopy (SEM). The relationship between the observed surface changes 
and the damage built-up subsurface was examined. Differences in damage density 
on the surface and subsurface planes between coated and uncoated samples could 
accommodate the observed life reductions. 

1 Introduction 

Nickel-base superalloys are used in aeroengine blades with 
a protective nickel-aluminide diffusion coating to provide oxi
dation resistance at the high temperatures that are reached dur
ing engine operation (Wood, 1989). The effect of the presence 
of the coating upon the operational life of single crystal super-
alloy blades is an issue of concern. 

Conflicting results have been reported when comparing 
the lives of coated and uncoated samples under a range of 
laboratory fatigue test conditions including TMF (Wright, 
1988; Heine etal., 1986; Bain, 1985). Under TMF conditions 
that mimic the strain-temperature behavior at critical loca
tions in blades at different mechanical strain ranges, the pres
ence of an aluminide coating on SRR99 was reported to result 
in considerable life reductions at 0.7 percent mechanical 
strain range (Bressers et al., 1996; Ostolaza et al., 1996). In 
this paper, the differences between the damage processes 
operating in uncoated and nickel aluminide coated SRR99 
are contrasted in order to rationalize the observed life reduc
ing effect of the presence of the coating. 

2 Experimental Procedure 
In order to corroborate the observed differences in life be

tween uncoated and Ni aluminide coated samples (Bressers et 
al., 1996) three further coated tests at 0.7 percent strain range 
were performed. Cylindrical bars of the single-crystal Ni-based 
superalloy SRR99, each with the long axis oriented within 10 
degrees of the (001) direction, were supplied by Rolls Royce 
pic. Test bars were manufactured with a rectangular cross sec
tion ( 1 2 x 3 mm) such that each of the remaining (001) direc
tions lay perpendicular to the fiat surfaces of the gauge section. 
Details about the testing procedure are described elsewhere 
(Bressers et al., 1996). Nominal TMF testing conditions and 
life results are summarised in Table 1. 

Contributed by the International Gas Turbine Institute and presented at the 
International Gas Turbine and Aeroengine Congress and Exhibition, Orlando, FL, 
June 2 - 5 , 1997. Manuscript received by the ASME Headquarters March 7, 1997. 
Paper No. 97-GT-236. Associate Technical Editor: H. A. Kidd. 

The uncoated sample and one coated sample (life 7846 
cycles) were selected in order to examine differences in dam
age mechanisms. The as-received coating has two major lay
ers. The main outermost coating layer was a polycrystalline 
B2-NiAl ( 3 - 6 /^m grain size) + y'. Between the main coat
ing (23 ± 2.5 p,m thick) and the superalloy lies the subcoating 
diffusion zone (17.5 ± 2.5 //m thick) followed by a narrow 
continuous layer of y' (2 to 3 fim thick). One of the wide flat 
sample surfaces was scanned during TMF testing at specific 
cycles by a video camera system used with a machine resolu
tion ranging from 2.5 to 4.5 /xm per pixel. This procedure 
supplied a set of digitized light microscope images of the 
coating surface, traceable to the test cycle number (Bressers 
etal. , 1993). 

Use was made of an incremental polishing and image pro
cessing procedure designed to allow the characterization of 
the crack population and the coating, as a function of depth, 
over large areas (Ostolaza et al., 1996). Fragments of the 
failed samples were mounted and layers of coating were re
moved from the scanned surface in a controlled step-by-step 
procedure. Images of the new surface after each polishing 
step were digitized for measurement. Both sets of images 
were processed to obtain crack statistics. Crack density, num
bers, and spatial characteristics were calculated. During this 
polishing procedure, the crack morphology was examined 
through the sample thickness. Energy dispersive spectros
copy was used to chemically characterise the surface at each 
polishing step. 

3 Results and Discussion 

3.1 Crack Initiation and Growth Kinetics. The cracks 
in the uncoated sample generally initiated at or near the sur
face following the formation during testing of oxide 
"spikes" that have been described previously in terms of a 
discontinuous oxidation-fatigue process (Johnson and Bres
sers, 1996). Some cracks were seen, during image record 
reviews, to emanate from the top or base of the spikes as 
illustrated in Fig. 1. However, the cracking event is generally 
difficult to detect, and, therefore, the initiation and growth 
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kinetics reported for the uncoated sample do not distinguish 
between spikes and cracks. Post test, a large proportion of 
cracks, that have grown enough to be identified, could be 
correlated directly with the type of event illustrated in Fig. 
1. The proportion of spikes that had produced a crack was 
estimated, at the centre and at a peripheral gauge position, 
leading to values of 18 percent and 13 percent respectively. 
A simplified sequence of events for this crack initiation pro
cess is sketched out as follows: 

Oxidation - fatigue 
tensile failure 
of interface 

(Casting defects) Oxide spike cracks 

The discontinuously oxidized area fraction was measured 
as an indicator of the overall damage initiation and growth. 
It should be taken into account that both oxide spikes and 
cracks behave as rigid inclusions at the sample surface under 
compression. Consequently, both features will contribute to 
discontinuous oxidation, since a strain gradient will be 
formed between the inclusion and superalloy that will disturb 
the continuous oxide growth process on the surface (Johnson 
and Bressers, 1996). Figure 2 shows the experimental data of 
the initiation rate of "spikes" and the oxidized area fraction 
covered versus time from an area (4 X 2.6 mm) at the center 
of the specimen. 

As a first step in the analysis of the phenomena contributing 
to the discontinuous oxidation processes, the oxidized area frac
tion has been fitted to an Avrami type rate equation, also indi
cated in Fig. 2, 

£ = 1 - exp(-K-f'), 

where K = 3.27- lO"" cycle"" and n = 2.6. The 2 < B s 3 
value indicates that the initiation rate is decreasing and that 
the overall transformation is approximately two dimensional 
(Christian, 1975). The K value could represent a compact pa
rameter for characterizing mixed-surface damage processes un
der different load and temperature conditions. 

In the coated case, a time sequence of images of the surface 
is shown in Fig. 3. By 1000 cycles a large number of bright 
particles are seen that could correspond to the oxidation prod
ucts of coarsened coating constituents. Very few cracks can be 
detected by visual inspection before 2000 cycles. Surface crack 
density and length data were collected as a function of time. 

Figure 4 shows accumulated initiation events per unit area 
of surface features larger than 50 /Ltm corresponding to cracks 
in the case of the coated sample and to oxidation "spikes" 
(crack precursor) for the uncoated sample. The initiation rate 
at the coated sample surface changes drastically between 2000 
and 3000 cycles; thereafter, the crack number increases approxi
mately linearly until the end of the test. Spike initiation was 

Table 1 Nominal conditions and life results of the TMF tests 

recorded from the first cycle; the main initiation process tended 
to saturate well before the end of the test. 

In order to compare the crack growth in both samples the 
length of the crack with the maximum size out of the surface 
crack population was selected at each time step. Figure 5 shows 
the evolution of the length of this crack in both tests. Growth 
rates are similar until 5000 cycles when the largest crack at the 
coated sample surface accelerates. This phenomenon could be 
explained in conventional terms via the contribution of crack 
coalescence events to rapid extension of the major crack. 

3.2 Post Test Examination. The surface oxide in the un
coated sample was removed to expose individual spikes and 
cracks: Fig. 6(a) shows part of the front surface at 80 /xm 
depth. Figure 6(b) shows a micrograph of a section through an 
oxide spike. Spikes often contain a central Ni oxide "peg" and 
concentric layers of oxidation products. These layers can be 
classified in four different types showing concentrations of Al, 
Cr, or Ta oxides or mixed (Al, Cr, Ti, and Ta) oxides inter
spersed with compact Ni-oxide layers. 

In the coated material three main layers with different types 
of damage and microstructure were identified from 15 polishing 
steps finishing at 65 jim depth: 

• At around 24 )im depth the damage chiefly consists of 
oxidised cavities in the coating. The microstructure is 
composed mainly of an Al-rich constituent (A) with an 
Ni to Al ratio 5:3 (suggesting Ni5Al3). A small proportion 
of a constituent (B) with a Ni to Al ratio of 3:1 and a 
trace of Ti (suggesting y') was also detected. 

• At 37 /um depth cracking due to failure of A-B bound
aries is predominant. Coating regions running parallel to 
the sample long axis with a locally high volume fraction 
of constituent B and decorated with a high proportion of 
Cr and W-rich particles were detected. These areas 
showed a lower damage level than in the rest of this 
sample plane. The presence of coarse-grain-boundary 
particles suggest that these regions of the coating might 
offer a higher resistance to creep related processes. As 
the subcoating is entered a proportion of cracks showed 
an association with substrate solidification defects 
(shrinkage porosity). 

i! 
number of teats, n R AE„ LAG AT CC) Life (x ± a„,) In cycles 

Uncoated 1 - 0 0 0.7 -135° 300-1050 21820 
Coated 4 -00 0.7 -135° 300-1050 9469 ±2367 
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Fig. 2 Discontinuous oxidation kinetics and "spike" initiation rate 
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Fig. 4 Surface initiation events 

was not the case for the continuous y' layer. Figure 7 shows 
the overall sample surface at different depths on a similar scale 
to the uncoated micrograph (Fig. 6 (a ) ) . Crack density versus 
depth is plotted in Fig. 1(d) showing that the crack density 
drops drastically upon reaching the subcoating zone. 

A comparison has also been made using crack density val
ues taken from the uncoated sample, and from the coated 
sample, when the bulk is just reached. The values are shown 
in Table 2. 

4 Summary 
From the results discussed above, the following aspects can 

be highlighted: 

-— Coated test 
• *•• Uncoated test 

0 5000 10000 15000 
Cycle number 

Fig. 5 Maximum crack length during testing 

• At 65 fjm the continuous y' layer has been passed, but 
the microstructure does not yet correspond completely to 
that of the bulk. 

Etching revealed that the constituent B in the main coating 
and subcoating layer appeared to be heavily twinned, which 

1 The uncoated material shows one principal small crack 
initiation mechanism eventually producing mode I open
ing cracks in the substrate. The crack population appears 
to develop via a process involving surface oxidation. 

2 The incubation period for massive crack initiation in the 
coating possibly corresponds to the transformation of B2-
NiAl + y' into constituents A (with a Ni to Al ratio 5:3) 
and B (with a Ni to Al ratio 3:1), which accompanies 
interdiffusion and particle coarsening. 

3 The maximum crack length and crack growth rate for 
both tests are very similar up to 5000 cycles, beyond 
which the maximum crack growth rate in the coated sam
ple accelerates very quickly and produces the failure of 
the specimen at 7800 cycles. A higher density of cracks 
is likely to be a major contributor to crack coalescence 
events. 

4 The result of the addition of the coating to the superalloy 
is a 5 times higher crack density (mm of crack/mm2) at 
the end of life of the coated specimen when entering the 
substrate. This can be summarized by defining a mean 
substrate crack generation parameter p in mm of crack/ 
(mm2 X cycle) that would define the ability of the coating 
to deliver cracks into the substrate per unit area and time. 

a) hi 

Fig. 6 (a) Light micrograph of the uncoated sample with the oxide layer partially removed; 
(b) detail of an oxide spike 
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Fig. 7 Coated samples (a), (b), and (c) micrographs at 24 /um, 37 (im and 65 yam depth, respectively, and (d) 
crack density versus polished depth 

Table 2 Crack density comparison between coated and uncoated sample 

Coated sample at 60 um depth Uncoated sample at surface 
N cracks/mm2 31.4 3 (16.5 spikes/mm^) 

cracks mm/mrn^' 3.8 0.79 

N, /.coaled X Pco; 3.8 

^/.uncoated X /Wonted — 0 . 7 9 J Puncoalcd 

Pcoated 13 

In this case, the coating has produced 4.8 times more crack 
length in nearly a third of the time implying a mean crack 
generation ratio coated/uncoated of 13. This type of parameter 
should prove useful for comparing coatings on samples not 
tested to destruction. 
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A Plastic Fracture Mechanics 
Analysis of Small Case B 
Fatigue Cracks Under Multiaxial 
Loading Conditions 
The near-tip fields of small Case B cracks in power law, hardening materials are 
investigated under generalized plane-strain and general yielding conditions by finite 
element analyses. The results for two different crack orientations are examined and 
compared. The results indicate that the plastic deformation patterns near the tips of 
the cracks of two different orientations are remarkably similar in terms of the global 
coordinates. The results of the J-integral from the finite element analyses are used 
to correlate to a fatigue crack growth criterion for Case B cracks. The trends of 
constant AJ-contours on the T-plane for two cracks of different orientations are 
virtually the same. Further, the trends are compared reasonably well with those of 
the experimental results of constant fatigue life and constant fatigue crack growth 
rate. 

Introduction 

Based on the linear elastic fracture mechanics (LEFM), the 
stress intensity factor K has been extensively used to character
ize fatigue crack growth. However, when small fatigue cracks 
are subject to general yielding conditions, the use of LEFM to 
model the fatigue processes becomes questionable. Therefore, 
nonlinear or elastic-plastic fracture mechanics concept based on 
the cyclic /-integral, A / , has been used to correlate fatigue 
crack growth under general yielding conditions (Dowling and 
Begley, 1976; Dowling, 1977). The results of these correlations 
indicate that the crack growth rate can be characterized by A / 
under general yielding conditions. 

Brown and Miller (1973) proposed a multiaxial fatigue the
ory based on the physical interpretation of the mechanisms of 
fatigue crack growth. Their theory can be represented graphi
cally by contours of constant fatigue life on the T-plane where 
the maximum shear strain l /2y* is the abscissa and the normal 
strain ef on the maximum shear strain plane is the ordinate. 
The following two types of stage I fatigue cracks are proposed: 
Case A for cracks propagating along the surface and Case B 
for cracks propagating away from the surface. 

Investigations of Case A cracks and Case B cracks at 45 deg 
inclined to the largest principal strain direction have been car
ried out by Wang and Pan (1996a, b) . The results of Case A 
fatigue cracks suggest that the growth in the maximum shear 
strain direction is possibly the consequence of a crack growth 
criterion controlled by the maximum effective plastic strain of 
the near-tip strain fields. Also, the trend of constant /-contours 
on the T-plane is quite similar to that of the constant fatigue 
life contours for 1 percent Cr-Mo-V steel (Brown and Miller, 
1979) and that of constant crack growth rate for Type 304 
stainless steel at 550°C (Ogata et al., 1993). However, for Case 
B fatigue cracks, the results of the near-tip strain fields suggest 
that the crack should propagate into the specimen at about 30 
deg inclined to the largest principal strain direction based on 
the Case A crack growth criterion. Nevertheless, for cracks at 
45 deg inclined to the largest principal strain direction, the trend 
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of constant /-contours on the T-plane is quite similar to those 
of the constant fatigue life contours for QT 35 steel and RR 58 
aluminum alloy (Brown and Miller, 1973). 

In this paper, we examine the near-tip fields of Case B cracks 
at 90 deg to the largest principal strain direction under general
ized plane-strain and general yielding conditions, and compare 
the results with those for 45 deg cracks. We attempt to correlate 
the near-tip fields of the cracks to a criterion of fatigue crack 
growth under multiaxial loading conditions. Based on the con
cept of the characterization of fatigue crack growth by A / we 
correlate the results of constant A / for 90 deg cracks under 
different strain ratios to the experimental results of constant 
fatigue life for Case B cracks under multiaxial loading condi
tions. 

Governing Equations 
To examine the applicability of plastic fracture mechanics to 

low-cycle multiaxial fatigue theories, we here present an analy
sis based on a simple nonlinear material model. We consider a 
power-law hardening material with a uniaxial tensile stress-
strain relation as 

to \O-QJ 
(1) 

where e is the tensile strain, a is the tensile stress, e0 and aQ 

are the reference strain and stress, respectively, a is a material 
constant, and n is the hardening exponent. When n is equal to 1, 
Eq. (1) represents a linear elastic material. When n approaches 
infinity, Eq. (1) gives a rigid-perfectly plastic behavior. How
ever, the Ramberg-Osgood law is usually used to describe the 
nonlinear stress-strain behavior in uniaxial tension: 

(2) 

The Ramberg-Osgood law can be generalized to multiaxial 
stress states. Within the context of the small-strain theory, the 
strains ty can be written as the sum of an elastic part t y and a 
plastic part eg: 
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Stress-Free Surface 

Fig. 1 An edge-cracked panel with a 90 deg crack subject to biaxial 
strains. The dashed line indicates a 45 deg crack considered by Wang 
and Pan (1996b). 

with 
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where v is Poisson's ratio, E is Young's modulus, ,stf are the 
deviatoric stresses which are defined as sv = cr,, - ]/3akk6u, 
and <je( = (3/2siJsij)"

2) is the effective stress. Here, i' and; have 
a range of 1 to 3 and the summation convention is adopted for 
repeated indices. Also, the effective plastic strain ee is defined 
as £e = (2/3eg4) 1 / 2 . 

Finite Element Model 
Metallographic observations of Parsons and Pascoe (Parsons 

and Pascoe, 1976) indicate that small fatigue cracks were initi
ated and propagated in the direction of maximum shear strain 
into the specimen at 45 deg away from the specimen surface 
under low cycle, plane-strain conditions. However, under other 
biaxial stressing conditions, small fatigue cracks were initiated 
in the direction of maximum shear strain into the specimen to 
the size of several grains (stage I crack propagation (Forsyth, 
1961)). Then, the cracks were propagated normal to the largest 
principal strain direction (stage II crack propagation (Forsyth, 
1961)). Based on the observations, we consider an edge-
cracked panel under generalized plane strain conditions in the 
out-of-plane direction as shown in Fig. 1. We select a coordinate 
system such that the x and y-axes are the in-plane coordinates, 
and the z-axis is the out-of-plane coordinate. As shown in Fig. 
1, the edge-cracked panel is subjected to biaxial strains in the 
y and z-directions. As shown in the figure, e, represents the 
largest principal strain, e„ represents the second largest principal 
strain, and e,„ represents the third principal strain. The crack is 
assumed to be perpendicular to the largest principal strain direc
tion as stage II Case B cracks. In the figure, a represents the 

crack length, and w represents the width of the panel. The strains 
£/ and e„ are applied by displacing the top surface and the lateral 
surface uniformly in the y and z-directions. 

Figure 2 shows a finite element model of the generalized 
plane-strain crack problem. Here, eight-node quadrilateral ele
ments are used. In the immediate crack-tip region, we have a 
ring of 32 wedge-shaped elements. Collapsed nodes are used for 
these wedge-shaped elements. The entire finite element model 
consists of 766 elements and 3955 nodes. In this study, we are 
interested in the near-tip fields of small cracks under general 
yielding conditions. Therefore, the ratio a/w is taken as small 
and practical as possible to ensure that the effect of the crack 
tip plasticity on the remote boundary is minimum. Here, the 
ratio alw is taken as 0.02. 

All our computations are performed using the finite element 
code ABAQUS (Version 5.4). We choose the Ramberg-Os-
good material behavior to describe the material deformation 
plasticity behavior. We select n = 3 to represent high-hardening 
materials, « = 10 to represent low-hardening materials, and n 
= 20 to approximate perfectly plastic materials. Also, we select 
the material constants such that the elastic contribution becomes 
negligible when compared with the plastic contribution. There
fore, our solutions can be used to approximate those for pure 
power-law hardening materials. 

Computational Results 

For various combinations of the applied strains along the 
boundary, the near-tip stress and strain fields are investigated. 
To link our results with the existing multiaxial fatigue theories, 
we define a strain ratio £ as the ratio of the out-of-plane con
straint strain e„ in the z-direction to the largest applied strain e, 
in the y -direction, 

(6) 

In order to make connections to the existing multiaxial fatigue 
theories, we will present our results on the T-plane in terms of 
the normal strain on the maximum shear strain plane and the 
maximum shear strain, although we recognize that the crack 
planes do not coincide with the maximum shear strain planes 
for 90 deg cracks. We defined the slope s on the T-plane as the 

7V7 
"TTi7 — \ 
?s?~i —/ 
ji | -Y 
II |-4T 
lll-Zf ~~\ 
5ZS Z7 

_\2E:A 

crack 

(a) (b) 

Fig. 2 (a) Finite element model for an edge-cracked panel; [b) finite 
element model of the near-tip region 
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(«) n - 10, » - 1/3, ( - - 1 / 8 

(b) n - 10, s - 1/7, ( - -1/4 
0.4 - ,~. 

8 (degree) 

Fig. 3 The angular variations of the near-tip strains normalized by 
aeoiJ/aa-oeor)"""*^ at r = 2J/o-0 for n = 10: (a) f = - 1 / 2 ; ( b ) £ = -1 /4 ; 
and (c) f = 0 

ratio of the normal strain e,f on the maximum shear strain plane 
to the maximum shear strain l /2y* 

s = -^—. (7) 
1/2 ?* 

Note that the maximum shear strain occurs at the direction 45 
deg from the e, direction toward the eIU direction. Here, em 

represents the normal strain in the direction perpendicular to 
the stress-free surface. Note that e, > en > em for Case B cracks. 
Therefore, e* = l/2(e, + e,„) and 1/2-y* = l/2(e, - e,„). For 
example, if incompressibility is assumed, the ratio £ is equal to 
— 1/2, and the slope s is equal to 1/3 under uniaxial tension. 
Under plane-strain conditions (e„ = 0) , £ and s are both equal 
to 0. Consequently, the range of £ is between —1/2 (uniaxial 
tension) and 0 (plane strain) and s is between 1/3 (uniaxial 
tension) and 0 (plane strain) for Case B cracks when incom
pressibility is assumed. 

In our finite element computations, we set v = 0.4999, a = 
1, and Ela0= 1.0 X 104 in the Ramberg-Osgood constitutive 
law to approximate the behavior of pure power-law hardening 
materials. We consider three materials with the hardening expo
nent n equal to 3, 10, and 20. We also select three applied strain 
ratios corresponding to £ = - 1 / 2 , - 1 / 4 , and 0 (or s = 1/3, 
1/7, and 0). A complete set of the near-tip stress and strain 
fields is presented in Wang (1997). Selected results will be 
shown here. 

Figure 3 shows the angular variations of the near-tip strains 
normalized by ae0(J/aaoeor)"n''+l) at the radial distance of r 
= 2Jla0iorn = 10 and £ = - 1 / 2 , - 1 / 4 , and 0 (or s = 1/3, 
1/7, and 0). Here, the polar coordinates r and 9 are centered 
at the crack tip, and 9 = 0 deg represents the crack line direction. 

Note again that for incompressible materials, £ = —1/2 repre
sents a uniaxial tension under generalized plane-strain condi
tions, £ = 0 represents a plane-strain loading, and £ = - 1 / 4 
represents an intermediate case. The common characteristic of 
the near-tip strain fields for different £'s and different n's is 
that the maximum value of ee is located at 9 » ±60 deg. 

With the selection of alw = 0.02 for the edge-cracked panel, 
the effect of the crack tip plasticity on the stress field of the 
remote boundary is shown to be minimum (Wang, 1997). 
Therefore, our computational results can be used to approximate 
the results for alw approaching zero. In this case, the /-integral 
for pure power-law hardening materials, based on the Il'yushin 
theory (1946), can be expressed as 

/ e \ (n+l ) /n 

J = ae0a0aH,{^ n) f — j (8) 

or 

J = ae0<JoaH„(£, n)l — j (9) 

where H, and H„ are dimensionless functions of the hardening 
exponent n and the strain ratio £. The above equations show that 
J is simply expressed as a function of the hardening exponent n, 
one of the remote applied strains, and the strain ratio £. The 
values of H, and Hu as functions of £ and n are listed in Wang 
(1997). Equations (8) and (9) are used later in this paper to 
develop the constant 7-contours on the T-plane for characteriza
tion of Case B crack growth and fatigue life under multiaxial 
loading conditions. 

Characterization of Low-Cycle Multiaxial Fatigue 
When we consider the modeling of cracks in the length scale 

of a few grains, the microstructure of the material, such as the 
grain orientation, inclusions, voids, and precipitates along the 
grain boundary should be considered. Other factors such as the 
elastic and plastic anisotropy of the grains, the residual stresses 
due to manufacturing processes, and prior plastic deformation 
due to cyclic loading conditions should also be considered. In 
addition, crack closure under cyclic loading conditions should 
be considered, as indicated in Newman (1995). When the crack 
length and the size of plastic deformation associated with the 
tip become much larger than a few grain sizes, a continuum 
plasticity theory such the J2 plasticity theory can be used to 
investigate the near-tip fields of these cracks. 

Here, we make a few assumptions so that the crack-tip field 
obtained here can be used to correlate the fatigue life for Case 
B cracks. First, we assume that Case B cracks observed in 
experiments such as those in Parsons and Pascoe (1976) are 
noninteracting to each other. Then our small crack model can 
be applicable. When the interaction of multiple cracks needs to 
be considered, the boundary condition of the edge-cracked panel 
and the ratio alw can be modified to reflect the interaction of 
the plasticity from the multiple crack tips. 

Zheng and Liu (1986) argued that under low-cycle fatigue 
conditions stabilized stress-strain hysteresis loops occur due to 
the high cyclic strains experienced by the material elements 
near the propagating crack tip. Therefore, it is justified to use 
the cyclic stress-strain relation to calculate the crack-tip stress 
and strain fields. They further argued that under completely 
reversed cyclic loads the tensile half of the hysteresis loop 
(ABC), as shown in Fig. 4, causes the crack to open and grow. 
It is then justified to make a monotonic loading calculation for 
the cyclic crack-tip stress and strain fields. 

It is well known that surface fatigue cracks are initiated by 
extrusion and intrusion processes under cyclic loading condi
tions. The slip processes occur on the most favorable crystallo-
graphic planes where the magnitudes of the resolved shear 
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Fig. 4 A stabilized cyclic stress-strain curve 

stresses are possibly the largest. From the viewpoint of a two-
dimensional crystal model, the orientation of the fatigue cracks 
should be 45 deg inclined to the largest principal stress direc
tion. However, due to the discreteness nature of available slip 
planes and directions in each grain, the surface fatigue crack 
planes maybe more or less appear to be 45 deg inclined to the 
largest principal stress direction in those grains with favorable 
slip planes and directions for extrusion and intrusion processes. 
Therefore, fatigue cracks with crack planes 45 deg inclined to 
the largest principal stress direction seem to be a good starting 
point for studying stage I Case B fatigue cracks as in Wang 
and Pan (1996b). However, after the stage I cracks grow into 
the material to the size of several grains, they change to stage 
II cracks with crack planes perpendicular to the largest principal 
strain direction. 

If a crack propagates in the same direction under a quite 
large number of cyclic loads under low-cycle fatigue conditions, 
certain self-similar condition or steady-state condition may pre
vail near the tip. If stabilized stress-strain hysteresis loops of 
the material elements occur near the propagating crack tip, the 
near-tip fields that we obtained for the deformation plasticity 
materials should shed some light on the mechanics of fatigue 

y 

N ' // — 45° crack 

*r — 90° crack 

I 
\ \ 

Fig. 5 The effective plastic strain contours at e. = 0.125 for n = 20 under 
e, - 0.012 and c» = 0. The solid line represents the results for the 90 deg 
crack and the dashed line represents the results for the 45 deg crack. 
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Fig. 6 The constant J contours on the l-plane. The solid straight lines 
represent the fitted results based on Eq. (10). 

crack propagation. As shown in Fig. 3, the maximum value of 
the normalized near-tip effective plastic strain te is located near 
6 = ±60 deg for different £'s. If we argue that the crack growth 
direction is controlled by the maximum value of the effective 
plastic strain ee as for Case A cracks, then Case B cracks should 
be oriented at 30 deg inclined to the largest principal strain 
direction and this leads to a conflict with the experimental obser
vations of both stage I and stage II Case B cracks (Brown and 
Miller, 1973; parsons and Pascoe, 1976). At this point, we may 
argue that stage I cracks and their orientations must depend on 
the local material properties which cannot be characterized well 
by the 72 plasticity theory that we use here. 

We have examined the results for the cracks oriented at 45 
deg and 90 deg inclined to the largest principal strain direction 
in Wang and Pan (1996b) and in this investigation. We have 
found that the maximum effective plastic strain directions in 
terms of the global coordinates (x,y, and z) are almost indepen
dent of the crack orientation for both 45 deg and 90 deg cracks. 
Figure 5 shows the effective plastic strain contours at ee = 0.125 
for a 45 deg and a 90 deg crack under e, = 0.012 and e;; = 
0. The effective plastic strain contours for the two cracks are 
remarkably similar. 

In order to correlate the /-integral and the fatigue life under 
multiaxial loading conditions, we plot constant /-contours, 
marked by symbols, for n = 3, 10, and 20 on the T-plane in 
Fig. 6. Note that the constant fatigue life contours for several 
metals were plotted on the T-plane in Brown and Miller (1973). 
Since we are working with pure power-law hardening materials, 
the constant /-curves on the T-plane are self-similar. Our results 
can be fitted by a linear equation 

where A and B are constants. Table 1 lists the values of A and 
B for n = 3, 10, and 20. The fitted results based on Eq. (10) 
are also shown as the solid straight lines in Fig. 6. The trends 
of these straight lines in Fig. 6 are similar to those of constant 
fatigue life obtained from experiments for QT 35 steel and RR 
58 aluminum alloy (Brown and Miller, 1973). As listed in 
Table 1, as n increases, the ratio BIA (i.e., the slope of the 
fitted curve) decreases, and, consequently, the effect of €,f on 
fatigue life increases. We have also compared the results for 
90 deg cracks with those for 45 deg cracks in Wang and Pan 
(1996b) under the same loading conditions. We have found 
that the /-values for the 90 deg cracks are larger than those for 
45 deg cracks by about 40 percent. This suggests that after 
small Case B cracks are initiated at 45 deg inclined to the 

Table 1 Values of A and S for n - 3, 10, and 20 for the constant J 
contours shown in Fig. 6 

n A B B/A 

3 0.02301 0.03975 1.728 
10 0.01593 0.01187 0.7449 
20 0.01241 0.007125 0.5739 
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largest principal strain direction due to extrusion and intrusion 
processes, the Case B cracks should change their orientations 
to that perpendicular to the largest principal strain directions. 
Also, we have found that the constant A ./-contours for cracks 
of different orientations have the same trend for each n. 

Conclusions 

A small crack model is proposed to investigate low-cycle 
fatigue under multiaxial loading conditions. We first present 
some representative results of the near-tip strain fields for cracks 
in power-law hardening materials under generalized plane-
strain and general yielding conditions. The results for cracks of 
two different orientations show that the maximum effective 
plastic strain contours are almost independent of the crack orien
tation for Case B fatigue cracks. Also, constant A/-contours 
on the T-plane have the same trends for cracks of different 
orientations. In addition, the trends of constant A/-contours on 
the T-plane for cracks of different orientations are quite similar 
to those of the constant fatigue life contours for QT 35 steel 
and RR 58 aluminum alloy (Brown and Miller, 1973). 
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Theory and Methodology of 
Optimally Measuring Vibratory 
Strains in Closely Spaced Modes 
Stress ratios are traditionally used to infer maximum stresses in blades from strain 
measurements. This method may not be applicable to all the modes of modern low 
aspect ratio (LAR) blades since LAR blades often have high frequency "tip" modes 
that are so closely spaced that slight changes in structural properties can cause 
significant mode shape changes. In this paper, it is first shown that the actual tip 
modes of a LAR blade can be well approximated as linear combinations of the 
"nominal" modes. The stress field of the blade can then be estimated by calculating 
the modal content from multiple strain measurements. However, since placement and 
gage inaccuracies can introduce significant errors in the calculation, it is necessary 
to find the optimal gage placement that minimizes the error in estimated stresses. An 
error estimate using ' 'norms'' and an efficient optimization method are developed 
for this purpose. 

1 Introduction 
Stress ratios and strain gage measurements are frequently 

used to infer the maximum stress in a vibrating blade. The 
"stress ratio" for a mode of vibration is usually defined as the 
ratio of the maximum vibratory stress in the blade to the strain 
measured at the gage location, multiplied by Young's modulus. 
The stress ratio is determined from either a finite element analy
sis of the nominal blade geometry or from laboratory tests and, 
once determined, is often assumed to be a property that is the 
same for all blades on the disk. This is a valid assumption if 
the natural frequency of the mode is well isolated from those 
of neighboring modes. Modern, low aspect ratio fan and com
pressor blades behave more like plates than beams, and usually 
have pairs of chordwise, " t ip" modes with nearly identical 
frequencies. When a blade has two modes with nearly the same 
natural frequencies, the corresponding modes can interact 
(Yang and Griffin, 1996), and the actual mode shapes can be 
highly sensitive to small geometric variations that occur during 
the manufacturing process. As a result, the "stress ratio" for 
these modes can vary significantly from blade to blade, and a 
single stress ratio no longer provides an accurate method for 
estimating the maximum stress. 

A familiar example of closely spaced modes that illustrates 
the physics associated with the problem is when the frequency 
of a primarily bending mode is slightly higher than the fre
quency of a torsional mode. If a parametric study is conducted 
in which the chord of the blade is increased, it is found that 
the torsional frequency will tend to increase and, under casual 
examination, appear to cross the frequency of the bending mode. 
In fact, under closer inspection one finds that, because the blade 
is asymmetric (Kim and Griffin, 1994), the frequencies do not 
cross but veer away from each other. In the veering region, 
both modes will contain different combinations of the original 
bending and torsional mode shapes. As the chord of the blade is 
increased even further, the frequencies emerge from the veering 
region and the mode shapes have completely switched. This 
paper focuses on identifying the modal content of modes in the 
veering region since in this case small changes in the blade's 
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geometry due to manufacturing variations can significantly af
fect their mode shapes. 

This paper is organized so as to explain the five concepts 
that are needed in order to develop a methodology for optimally 
determining the maximum stress in the case of closely spaced 
modes. The first is that "nominal" mode shapes from any blade 
with a representative geometry can be used as a basis for repre
senting the mode shapes in the actual blades. As a result, more 
than one strain gage measurement must be made on a blade and 
the resulting information is used to determine the proportions of 
the "nominal modes" that constitute the modal response in the 
actual blade. The second concept is associated with establishing 
how many modes can interact in this manner. LAR blades have 
such high modal density that three or even four nominal modes 
might be needed as a basis. These two concepts are presented 
in section 2. 

A problem that arises in implementing this approach is in 
choosing where to place the strain gages since the actual mode 
shape can be any combination of two or more nominal modes. 
The approach presented here is to choose the gage locations so 
as to minimize the error in the estimate of the maximum stress. 
Thus, the three remaining concepts are associated with the for
mulation and development of the optimization problem. In sec
tion 3, expressions are developed for the error in the stress 
caused by placement or gage errors. In section 4, the develop
ment of an efficient optimization problem is presented. The 
approach is illustrated in section 5 using an example from a 
representative compressor blade. It was found that the standard 
optimization algorithms for obtaining the optimum gage loca
tions were relatively slow, thus the last concept involves the 
introduction of a simple, relatively efficient optimization 
scheme that makes the approach easier to implement. 

2 Representing the Response in Terms of Nominal 
Modes 

This section deals with the first two concepts developed in 
this paper. Namely, that the mode shapes in actual blades can 
be represented as a sum of nominal modes from a representative 
geometry, and that the number of modes that can interact can 
be determined from the spacing of the nominal frequencies and 
the amount of variation in the modal properties of the blade. 

2.1 Blade Modes Can be Represented as a Sum of Nomi
nal Modes. In order to motivate this section, consider the 
following example of the differences in closely spaced tip 
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modes as seen in two nominally identical blades. Figure 1 shows 
the mode shapes for the two blades that were computed using 
slightly different finite element models based on their carefully 
measured geometries. The modes are quite close together, the 
frequency difference being about 1 percent. It is clear that the 
modes for the two blades individually look very different. How
ever, it is clear from even casual observation that each of the 
modes of blade B has some of the attributes of both of the 
modes of blade A. In fact', the modes of either blade could be 
used as a basis to represent the modes of the other blade. The 
mathematical reason for this result is explained by the following 
perturbation analysis. 

Assume that the "nominal modes" satisfy the structural ei
genvalue problem: 

K4>j = \jM<t>j j = 1, 2, n, (1) 

where K and M are the stiffness and mass matrices of a blade 
of the nominal geometry1. \ and fa are the eigenvalue and 
eigenvector associated with thej'th mode, and n is the number of 
degrees of freedom of the system. Similarly, for a manufactured 
blade, the governing equation can be written as 

K'4>; = \ ; M > ; J = 1,2, n, (2) 

where K ' and M ' are the slightly perturbed stiffness and mass 
matrices for the actual blade, and \j and <j>j are the eigenvalue 
and eigenvector associated with they'th perturbed mode. Assum
ing perturbations of order 6, where 6 is small, the perturbed 
quantities can be written as 

K ' = K + <5K(1) + (52K(2) + . . . 

M ' = M + <5M(1) + <52M(2) + . . . 

V = Xj + S\^ + <52\f > + ... j = 1,2, 

4>j = fa + ^ j ' > + 624>^ + . . . j= 1,2, 

(3) 

(4) 

(5) 

(6) 

Substituting (3) through (6) into (2) , and equating terms of 
the same order give the standard results (Meirovitch, 1980) 

V # ( K < » - XjM{l>)4>j 

where 

j>f(K(1) - X,M(1))<fe 
( \ , - \ , )£fM& i * j . 

(7) 

(8) 

(9) 

Equations (8) and (9) imply that, when the unperturbed eigen
values X, and \j are well separated, ^ j 1 ' is of order 1, and the 
change in the mode shape is small if 6 is small. However, when 
the separation between the eigenvalues is also small (i.e., of 
order 6), then (9) suggests that <£ju becomes of order 1/5, and 
the overall change in the mode shape is of order 1. To be 
more precise, suppose all of the eigenvalues of the unperturbed 
system are separated by order 1 except for the q clustered eigen
values \r+u X.,+2, . . . , and \r+q that are separated by order <5. 
Then it can be shown (Wu et al., 1995) that 4>j have the form 

4>} = 

L(0) + 64>)» + <52</>j2) + 

for; = 

14, + 6]>y> + s2^ 

r + 1, 

+ . . . 

. . . , r + q 

otherwise, 

(10) 

where 

1 Typically, the nominal geometry is either taken from the designer's drawings 
or may represent the average geometry as measured on a set of manufactured 
blades. 

Mode #18 

11463 Hz 

Mode #19 

11635 Hz 

a. Blade A 

Mode #18 

11532 Hz 

Mode #19 

11636 Hz 

b. Blade B 

Fig. 1 Tip modes of two blades with slightly different geometries 

ti 
r+q 

(0, ^ £ <'</>,. j = r+\. r + q. (11) 

The a)?' are quantities of order 1 that can be determined for 
specific cases using standard perturbation methods, for example, 
Yang and Griffin (1996). In summary then, (10) and (11) 
confirm that when the geometry is slightly perturbed there can 
be significant mode shape changes (order 1) if the modes are 
closely spaced and that in this case the perturbed modes can be 
approximated as a linear combination of the unperturbed closely 
spaced modes. In terms of modal strains (10) and (11) imply 

el(y) 
'Cutiiy) + 0(5) for distinct modes 

X Cify(y) + O(S) for closely spaced modes, 
J = r + i 

(12) 

where y denotes the location and orientation, e,' is the strain of 
the ith perturbed mode, c„ is a coefficient that specifies the 
amount of they'th unperturbed mode in the ith perturbed mode, 
and £j is the strain associated with the y'th unperturbed mode. 
Dropping the i subscript for simplicity, the second equation can 
be written 

r+q 

e'(y) = X cjej(y) + 0{8) for closely spaced modes. (13) 
j=r+\ 
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2.2 The Number of Modes Required for a Basis. The 
number of nominal modes required for a basis is the number 
of closely spaced modes that can interact. This number depends 
on the closeness of the frequencies and the statistical variation 
that occurs in the modal properties. This problem was investi
gated in an earlier paper by the authors (Yang and Griffin, 
1996). This subsection briefly summarizes the key results from 
that earlier paper. 

It was found that determining whether modes would interact 
could be established by considering two modes at a time. Two 
modes would not interact if the fractional frequency difference 
of the nominal modes was sufficiently large. Specifically, two 
modes would not interact if 

A / a(kjj - my) 

j 2cr(ay)aiiowai,i0 

where <r( •) denotes a standard deviation, A / is the frequency 
difference, / is the mean frequency, and ky and m,, are parame
ters associated with j'th andy'th modes in the normalized modal 
stiffness and mass matrices. The term a,j is the modal contribu
tion from ;'th unperturbed mode toy'th perturbed mode. 

The standard deviation in the modal parameters can be calcu
lated using a finite element program, and the method described 
in the referenced paper if the variations in the geometries of 
manufactured blades are carefully measured for a particular 
blade design. For example, it was found by the authors that, for 
a representative LAR compressor blade, all values of <j(lcu — 
my) for the first thirty modes were less than 0.005. If the allow
able standard deviation of modal interaction 

°~( a ( / ) a U o w a b l e 

is 5 percent, then two modes would not significantly interact if 
their frequency difference is greater than 5 percent. Conse
quently, for this blade, a mode calculated from the nominal 
geometry with a frequency that is separated from its neighbors 
by more than 5 percent can be treated as an isolated mode and 
a single stress ratio can be used to interpret strain gage data. 
Alternatively, if a mode is not isolated then all nominal modes 
within 5 percent of its frequency must be used as a basis in 
determining its behavior. 

3 Determining the Error in the Estimate of Maxi
mum Stress 

In the case of closely spaced modes, the mode shape in the 
actual blade is unknown except for the fact that it is some linear 
combination of the closely spaced nominal modes. The goal of 
the measurements is to determine the amount of each constitu
tive mode present, and use the information to calculate the 
maximum stress in the blade. Consequently, the objective of 
the optimization process is to place the strain gages so that any 
errors in the strain measurements have a minimal effect on the 
calculation of the maximum stress. 

First, a procedure will be described for calculating the maxi
mum stress in the blade under the assumption that there are no 
strain gage errors. The resulting equations will then be used to 
establish expressions for the error in the maximum stress that 
results when measurement errors are introduced. 

3.1 Expressions for the Maximum Stress. From (13), 
it is clear that strain measurements at multiple points on the 
actual (perturbed) blade have to be taken in order to resolve 
the modal content of the perturbed mode, i.e., determine c, by 
solving the equations, 

e'(x,) = X CjCjiXi) i = 1, 2, . . . , m , (14) 

where jt< represents the location and orientation of the j'th gage, 
and m is the number of gages. Terms of Order 8 are small and 

have been dropped. (They could be treated in a manner similar 
to gage errors as described in the following sections.) Alterna
tively, (14) can be recast in a matrix form 

where 

e'(x) = E ( i ) c , 

X = [X \ , X2> • • • i Xm\ 

e'(x) = [e'(Xl),e'(x2),...,e'(xm)]T 

(-r+\\X\) " • £r+q(.Xl) 

_ e , + i ( i , „ ) ••• er+q(xm) _ 
E(*) 

(15) 

(16) 

(17) 

(18) 

c = [cv+i, cr+2, . . . , cr+q]
T. (19) 

From (15), the least square fit solution for c is 

c = E + (x)e'(x), (20) 

where m > q and E + is the generalized inverse of E (Ben-
Israel and Greville, 1974) with the following expression: 

E + = ( E 7 E ) - ' E 7 (21) 

For the ideal case in which there are no measurement errors, 
(20) simply provides an exact solution. Notice that, when m = 
q, E + will simply become E _ 1 . 

Now, once the modal content c is known, the stress at any 
location and orientation y can be readily calculated: 

* ' ( ? ) = I cjaj(y), (22) 

where a' is the stress of the perturbed mode, and crj is the 
modal stress associated with they'th unperturbed mode. Writing 
(22) in a matrix form, 

a'(y) = a'(y)c, (23) 

where 

o-(y) = K + i ( 5 0 , crr+2(y), ..., ar+ll(y)]T. (24) 

Substituting (20) into (23), the stress of the perturbed mode 
for a given location and orientation y is 

o'O) = <JT(y)E + (x)e'(x). (25) 

Thus, given strain measurements of the perturbed mode from 
m gages (e ' ) and the strains of the q unperturbed modes corre
sponding to the gage locations and orientations (E) , (25) calcu
lates the modal stress of the perturbed mode. However, if the 
gage placements are poorly chosen, the inaccuracies in place
ments and gages can be significantly magnified. In the following 
sections, an error estimate will be developed from (25) so that 
the optimal placements for gages can be found by minimizing 
the error in the modal stresses. 

3.2 Stress Errors Caused by Measurement Errors. The 
errors in strain measurements Ae ' are caused by gage placement 
errors Ax and gage errors Ag. According to (15), they have 
the following relation: 

e'(x) + Ae ' = E(x + Ax)c + Ag. (26) 

However, since Ax and Ag are not known when the strains are 
measured, (15) is used to infer the modal content under the 
assumption that there are no measurement errors. As a result, 
all of the measurement errors generate an error in the modal 
content Ac where 
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e'(x) + Ae ' = E(x)(c + Ac). (27) 

By equating the right-hand side of (26) and (27) and solving 
for Ac , 

Ac = E + (x ){ [E(x + Ax) - E(x)]c + A g } . (28) 

Equation (28) provides an error estimate for the modal content. 
Now, since (23) with errors can be written as 

a'(y) + ACT' = ar(y)(c + Ac), (29) 

where ACT' is the error in the stress of the perturbed mode. 
Subtracting (23) from (29) implies 

ACT' = CT7(>>)AC. (30) 

Substituting (28) into (30) implies 

ACT' = CTr(5>)E+(x){[E(x+ Ax) - E(x)]c + Ag}. (31) 

Equation (31) is the error estimate for the calculated stress 
of the perturbed mode in terms of gage placement error and 
gage error. 

4 Optimization Problem 

4.1 Statement of the Problem. An initial statement of 
the optimization problem would be to choose the placement of 
the gages x so as to minimize the error in the maximum stress 
as determined by Eq. (31). The optimization process would 
have to consider all possible values of c , x, Ax, and Ag. 
Further complications are that the maximum stress location 
ymax would change with the modal content c and that the gage 
error could be a nonlinear function of strain, which in turn is a 
function of the gage location and the modal content. Conse
quently, this initial statement of the optimization problem is too 
complex and would result in prohibitive computational costs. 
Thus, a number of simplifications are introduced to make the 
problem tractable and provide a practical engineering solution. 

4.2 Linearized Strain Gage Error. Strain gage error is, 
in general, a nonlinear function of strain. One reason for this 
is that there is a threshold value of strain below which it is 
difficult to measure. In addition, there will be an error in the 
calibration constant of the gage that results in an error propor
tional to the strain. Thus, the gage error might be approximated 
by a bi-linear curve as depicted in Fig. 2(a) . The nonlinear 
nature of the error makes the optimization process far more 
costly. From a practical point of view, the threshold error means 
that gages should not be placed in areas of low stress since 
the percentage error in the measurements would be large. The 
approach used in this paper is to assume that the strain gage 
error is linear (Fig. 2(b)) and to have a separate optimization 
criterion that the strain gages will not be placed in low strain 
areas, i.e., candidate strain gage locations must satisfy the condi
tion that 

modal strain 

maximum modal strain 
>P (32) 

for all constituent modes, where ft, the cutoff ratio, is less than 
1, and is specified by the user. Assume Ag is linear in V over 
the range of interest, then 

Ag = AGe', (33) 

where AG = diag (AG,, AG2, . . . , AG,,,), and AG, is the 
ratio of the gage error to the actual strain at the ith gage. Then, 
by substituting (15) in (33) and including the placement error 
Ax, the following relationship is obtained: 

Ag = AGE(x + Ax)c. 

Substituting (34) in (31), implies 

(34) 

cc 
O 
rr 
cc 
UJ 
UJ 

MEASURED STRAIN 

a. Approximated by a bilinear curve 

rr s 
rr 
UJ 
UJ 

5 

MEASURED STRAIN 

b. Approximated by a straight line 

Fig. 2 Maximum gage error as a function of measured strain 

ACT' = CTr(.y)E + (x)[E(x + Ax) - E(x) 

+ AGE(x + Ax) ]c . (35) 

The advantage of using (35) instead of (31) is that the magni
tude of c can be eliminated from the simulation and only the 
' 'orientation'' of c needs to be considered. 

4.3 Use a Matrix Norm to Minimize Ac Instead of 

Atr'(j7mas). Substituting (34) in (28), results in 

Ac = E + (x)[E(x + Ax) - E(x) 

+ AGE(x + Ax) ]c . (36) 
Using "norms," (36) implies that the fractional error in the 
modal content has an upper bound, i.e., 

l|Ac|| 
(37) 

where 

M = E + (x)[E(x + Ax) - E(x) + AGE(x + Ax)]. (38) 

Thus, the upper bound on the fractional error in the modal 
content can be optimized by minimizing the norm of M for all 
Ax and AG within certain prescribed physical limits. The ad
vantage of using (37) to minimize ||Ac||/||c|J instead of using 
(35) to minimize ACT at >W is that the search of >W for each 
orientation of c is eliminated as well as simulating the orienta
tion of c from the optimization process. 

The potential difficulty in using norms is that it may provide 
a highly conservative bound on the error and may not result in 
an optimal choice of gage placements. This issue is explored 
in the following one-dimensional, two mode case study. The 
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Fig. 3 Strains of one-dimensional localized "tip modes" 

nominal mode shapes shown in Fig. 3 were chosen to have the 
characteristics of typical tip modes, i.e., the high strain regions 
are highly localized (Balaji and Griffin, 1995). First, an exhaus
tive parametric study was conducted for specific placement and 
gage errors in which the error in the maximum stress was calcu
lated as a function of the two strain gage locations xx and x2 

for all possible ratios of c2 to Ci. The maximum error is plotted 
as a function of gage position in Fig. 4 (a ) . Then ||M|| is plotted 
as a function of gage location in Fig. 4(b)2. From the figures, 
it is clear that both quantities exhibit similar trends and, conse
quently, a minimum of one quantity is approximately a mini
mum of the other. In fact, a minimization of the error in the 
stress resulted in an optimum gage location x = (0.37, 0.86), 
a maximum stress error of 12.7 percent, and a value of ||M|| 
equal to 22.9 percent. A minimization of ||M|| resulted in an 
optimum gage location x = (0.14, 0.87), a value of ||M|| equal 
to 20.7 percent, and a maximum stress error of 13.2 percent. 
From an expense point of view, minimizing ||M|| was a factor 
of 30 more efficient while producing satisfactory results. The 
improvement in efficiency would be even larger for more realis
tic applications. 

4.4 Linearize ||M||. Computational efficiency can be fur
ther improved by linearizing the expressions for M. For small 
AG and Ax, (38) implies the first order approximation of M 
is 

M(x, AG, Ax) = Mg(x, AG) + M,(Jt, Ax) , (39) 

where 

Ms(x, AG) = E+( i)AGE(Jc) (40) 

Mx(x, Ax) = E + (*)Etf + Ax) - I. (41) 

(39) implies that 

||M(*, AG, Ax)i| < \\Mg(x, AG)| | + | |M,(i, A*)||. (42) 

Substituting (42) in (37), we have 

^ s ||M|| ^ ||MJ + ||M,||. (43) 
11̂*11 

The advantage of using (43) is that it decouples AG and Ax 
effects, thus reducing the number of combinations that need to 
be considered in the simulations. In addition, since the extremes 
of linear functions are at the "end points," only the errors 
associated with the "end points" have to be calculated. 

5 Case Study and Optimization Methods 

The two modes depicted in Fig. 1 were calculated from a two-
dimensional finite element model of a representative modern 
compressor blade. Because their frequencies are quite close, 
they interact significantly, and, consequently, provide an inter
esting example of the optimization process. 

A 40 by 40 mesh was used to model the airfoil (Fig. 5) . To 
further simplify the calculations, the gages were assumed to be 
located at the centers of elements. Thus, 1600 possible gage 
locations had to be considered for each of the two strain gages. 
In addition, the orientation of the gages also had to be specified 
for each location. Orientations of 0 deg to 180 deg at intervals 
of 15 deg were simulated. A gage orientation error of plus or 
minus 5 deg and gage error of 5 percent were assumed. 

5.1 Alternating Optimization and Simulated Annealing 
Compared With Benchmark. As indicated in Fig. 4, the 
gage placement optimization problem exhibits a number of local 
minima in terms of multiple variables3. An optimization proce
dure based on simulated annealing was utilized to find the opti
mum gage locations since simulated annealing has a well estab-

3 As a result, linear programming methods are not appropriate for this problem. 

*°(W 
"^w 

1.0 

a. Percentage error of maximum stress 

1.0 

2 The infinity norm is used in this research. 

U) °'0 

b. Upper board of percentage error of modal content 
(eq. (37)) 

Fig. 4 Comparison of two different optimization indices. The squares 
indicate the global minimums. 
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Fig. 5 Finite element model of a two-dimensional simplified blade 

lished reputation for efficiently solving problems of this type 
(Press et al., 1992). In order to first validate the optimization 
program, the simulated annealing solution was compared with 
results from an ' 'exact solution'' of a simplified test problem. 
The exact solution was found using an exhaustive search of the 
parameter space. To make the problem more tractable for the 
exhaustive search, only gage orientation errors and gage error 
were simulated. The cutoff ratio j3 (section 4.2) was assumed 
to be zero. 

The simulated annealing procedure gave the same global min
imum as the exhaustive search, i.e., if the gages were optimally 
placed, then one gage should be located at (12, 27, 75 deg) 
and the second gage at (37, 5, 60 deg), where the first two 
numbers specify the location of the element (column and row) 
and the third the orientation of the gage. For the optimum gage 
arrangement, yM = 7.4 percent, where yM denotes ||MS|| + ||MJ| 
as in Eq. (43). 

The exhaustive search computer program ran for 11 hours 
on an IBM RISC 6000 workstation. The simulated annealing 
algorithm took an order of magnitude less time (1 hour) to find 
the same global minimum. Even though the simulated annealing 
program was much faster than an exhaustive search, it was still 
a relatively slow procedure—especially if gage location errors 
were included in addition to gage orientation errors4. In order 
to make the optimization procedure efficient a new simple opti
mization procedure was developed that seems to work quite 
well for the gage optimization problem. 

Upon examination of the data it was found that the optimum 
gage locations could usually be found by optimizing one strain 
gage location at a time. More specifically, first arbitrarily fix 
the location of the first gage and minimize yM by an exhaustive 
search on the orientation and location of gage 2 and the orienta
tion of gage 1. Then, repeat the process with the location of 
the second gage fixed at its optimized location. Continue to 
alternate until the procedure converges. 

It should be noted that this procedure sometimes results in 
local minima. Therefore, several runs using different guesses 
of gage one's initial location should be made and the one with 
the lowest local minimum is taken as an approximation of global 
optimum. When this "alternating optimization" approach was 
used to solve the benchmark problem, it took approximately 12 
seconds per initial guess to find a converged solution. In the 
majority of cases the procedure, in fact, converged to the global 
optimum. Consequently, even with multiple initial guesses the 
alternating optimization procedure was an order of magnitude 
faster than simulated annealing. 

5.2 Full Simulation: Effect of j8 on Error and Computa
tion Time. A complete simulation that included gage location 
errors as well as orientation and gage errors was performed 
using alternating optimization. The resolution for gage orienta
tion was 15 deg and for gage location was one element. The 
maximum error in the orientation and location of the gages was 
also set at 5 deg and one element and the gage error at 5 percent. 
The initial position of gage one was varied using nine different 
values corresponding to 3 X 3 grid in the airfoil. The algorithm 
converged to the same optimum in every case. Once the opti
mum strain gage placements were determined that would mini
mize the norm of M as established by equation (43), then the 
maximum error in modal content and in the maximum stress 
were calculated, i.e., 

ya = Max 
B=i 

Aff'(>Vax) 

0-'(5w) 

(44) 

(45) 

where ylmx, determined by modal content c, is the location and 
orientation where the maximum stress occurs. The values of yc 

and y„ were evaluated by checking 36 uniformly distributed 
c's on the unit circle ||c|| = 1. 

The results of simulations for various cut-off ratios (3 are 
shown in the first three columns of Table 1. Recall that the 
purpose of the cut-off ratio is that it prevents placing strain 
gages in locations where the strains in the nominal modes are 
too small. An examination of Table 1 reveals several interesting 
results. The first is that the amount of computing time decreases 
as /3 increases since fewer strain gage locations need to be 
considered in the optimization. Although it appears that the 
errors will be larger for larger values of P, in fact, the simula
tions do not include the effect of the larger percentage gage error 
that occurs for low strain measurements. Thus, the placement of 
the strain gages that result from a larger value of /3 may well 
correspond to a lower actual error. The second result is the 
degree to which the value of yM provides a reasonable estimate 
of yc and ya (the maximum error in the modal content and in 
the maximum stress). The fact that yM is smaller than yc in 
two of the cases is surprising since the norm of M should 
provide an upper bound on yc. Recall that the norm of M did 
provide an upper bound on yc in the case study discussed in 
section 4.3. However, the yM used in this section utilizes the 
approach given in section 4.4 and is only a linearized approxi
mation of the norm of M. The use of a linearized estimate of 
the norm significantly increases computational efficiency at the 
expense of losing the strict results that yc s yM. However, it 
is clear from the results that yM still provides a reasonable 
estimate of the maximum errors in the modal content and the 
maximum stress. 

The last column of Table 1 shows a representative result that 
would occur if the gages were placed arbitrarily. For this case, 

Table 1 Comparison of optimized gage placements derived from differ
ent fi and an arbitrary gage placement 

4 Because of its two-dimensional nature, four extreme location errors have to 
be considered in the simulation. Location errors of one gage combined with those 
of the other gage will increase the computation costs by a factor of sixteen. 

Cutoff Ratio (J 0% 25% 35% — 
CPU Time (mlns.) 25.2 14,6 9.3 — 
Gage 1 Location (13, 40) (13, 40) (11, 39) (37, 1) 

Gage 1 Orientation 150° 150° 150° 45° 

Gage 2 Location (40, 1) (40, 1) (40, 1) (6,5) 

Gage 2 Orientation 45° 45° 45° 75° 

YM 14.5% 14.5% 20.1% 30.6% 

Yc 14.7% 14.7% 18.9% 29.3% 

Ya 13.7% 13.7% 15.7% 28.3% 
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the error that could occur in the maximum stress is almost twice 
as large as for the optimal case. In fact, by maximizing yM, it 
is possible to find gage locations that would result in much 
larger errors. Consequently, the optimization of gage placement 
and orientation can significantly reduce the amount of error that 
can occur in determining the maximum stress in closely spaced 
modes. 

6 Conclusions 

Modern, low aspect ratio blades often have closely spaced, 
high frequency " t ip" modes that are sensitive to the slight 
changes in the geometry of the blade that can occur during the 
manufacturing process. From perturbation analyses, it is known 
that the modes that occur in the actual blades can be approxi
mated as a linear combination of the unperturbed modes, i.e., 
the modes that occur in a blade with a nominal geometry. This 
suggests that stresses in the actual blades can be estimated by 
making multiple strain measurements and inferring the modal 
content of the constituent modes. If this effect is not taken 
into account, then the mode may be incorrectly identified—a 
mistake that could result in extremely large errors in the esti
mated stresses. 

A current procedure that may be used is to perform a com
plete experimental stress survey on closely spaced modes and 
establish different stress ratios for every instrumented blade. A 
problem with this approach is that it is quite expensive and may 
not work since these modes are very sensitive to small changes 
in the structural properties, and the properties are changed by 
the speed of the engine. As a result, the process of rotating the 
blade may cause closely spaced frequencies to change and even 
switch in order. Thus, the results of the stress survey may not 
be applicable under engine operating conditions. 

Once it is understood that the modal content of the actual 
response needs to be determined by multiple strain measure
ments, then the location and orientation of the gages have to 

be carefully selected since a poor choice can significantly am
plify any gage or placement errors. The procedure for optimiz
ing the location of the strain gages is made significantly more 
complicated by the fact that the actual mode shape is known 
only to the extent that it is a linear combination of the nominal 
modes. A procedure was discussed for determining how many 
nominal modes are required as a basis. Then, mathematical 
expressions were developed for the error in the maximum stress 
as a function of the gage and placement errors. The formulation 
was then simplified through the use of matrix norms and various 
linearizations in order to make the problem more computation
ally tractable. 

Several test problems were solved in order to validate and 
illustrate the approach and a new optimization procedure was 
introduced that significantly reduced computation times. It was 
shown that the optimal selection of gage locations could reduce 
the error in the estimate of the maximum stress by at least a 
factor of two. Thus, a theory and methodology have been devel
oped and demonstrated for optimally measuring the maximum 
stress that occurs in closely spaced modes. 
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Time-Dependent Crack Initiation 
and Growth in Ceramic 
Matrix Composites 
Matrix cracking in ceramic matrix composites with fine grained fibers at high temper
atures will be governed by fiber creep, as relaxation of the fibers eliminates crack 
tip shielding. Using a time dependent bridging law that describes the effect of creeping 
fibers bridging a crack in an elastic matrix, crack growth initiation and history have 
been modeled. For a stationary crack, crack tip stress intensity factors as a function 
of time are presented to predict incubation times before subcritical crack growth. 
Two crack growth studies are reviewed: a constant velocity approximation for small-
scale bridging, and a complete velocity history analysis which can be used to predict 
crack length as a function of time. The predictions are summarized and discussed in 
terms of identifying various regimes of crack growth initiation, subcritical growth, 
and catastrophic matrix cracking. 

1 Introduction 
High strength ceramic fibers can be achieved by decreasing 

fiber grain size, which limits the flaw size in the fibers. Ceramic 
matrix composites (CMCs) are made by combining these fibers 
with relatively coarse-grained matrices. Since the role of the 
matrix is generally to provide ductility to the composite, the 
decrease in matrix strength due to large flaw sizes is not consid
ered detrimental. The low temperature behavior of such com
posites has been studied extensively both experimentally and 
analytically, and is generally well understood (Evans and Zok, 
1994). 

The primary motivation for using such composites, however, 
is the high temperature capabilities of the ceramic constituents. 
At high temperatures, predicting composite performance be
comes more complicated due to oxidation and creep (Heredia 
etal., 1995; Lamourouxetal., 1994). The fine-grained fibers are 
particularly susceptible to creep, as small grain sizes increase 
avenues for grain boundary diffusion. (The coarser grained ma
trix can be considered to behave elastically, as creep rates are 
significantly lower.) Crack bridging by intact fibers becomes 
time-dependent at high temperatures, as fiber creep causes crack 
closure forces to decay over time (Begley, 1997; Begley et al., 
1997; Begley et al., 1995a; Begley et a l , 1995b; El-Azab and 
Ghoniem, 1995; Henager and Jones, 1994; Henager and Jones, 
1993; Nair and Gwo, 1993). Furthermore, cracks that can be 
considered benign at low temperatures may cause significant 
problems at high temperatures, as they may provide pathways 
for oxidation to occur in the interior of the composite or degrade 
the components ability to contain gases (Evans et al., 1996). 
The question of crack stability at room temperature thus changes 
at elevated temperatures to questions about when and how fast 
cracks grow. 

This paper is intended to provide a summary of some recent 
work on predicting time dependent crack growth in CMCs 
caused by fiber creep at high temperatures. A time dependent 
bridging law has been developed to describe the effect of creep
ing fibers bridging a matrix crack in a composite whose matrix 
can be considered elastic (Begley et al., 1995a). This bridging 
law has been used to estimate the time needed to initiate crack 
growth from both fully bridged and partially bridged stationary 
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cracks (Begley, 1997). The issue of crack growth rate has 
been addressed in both the small-scale and large-scale bridging 
regimes (Begley et al., 1997; Begley 1995b). Representative 
results are presented and used to discuss the issues raised by 
time dependent crack growth in both unidirectional and lami
nated CMCs. 

In the crack behavior studied in this work, a finite crack tip 
stress intensity factor is assumed to exist. For analysis of initia
tion times, it is assumed that the crack geometry and loading 
is such that the crack tip stress intensity factor, Ktip, is less than 
the toughness of the matrix, Kc (adjusted for matrix volume 
fraction). For crack growth studies, it is assumed that crack 
growth occurs under the condition that Ktip = Kc. The analyses 
and results are often similar to a cohesive zone approach in 
different materials (Knauss, 1993; Fager et al., 1991); however, 
it should be emphasized that the assumption of a finite stress 
intensity factor at the crack tip (based on the fact that the matrix 
remains elastic) leads to significant differences. 

2 Time Dependent Bridging 

The crack tip shielding provided by creeping fibers bridging 
a matrix crack can be analyzed by determining the relationship 
between the crack opening rate and bridging traction for a repre
sentative bridged section of the crack. Such cell models can 
then be integrated with traditional fracture mechanic relations 
to develop an integral equation which is solved for the closure 
forces in the bridged section of the crack. These closure forces 
are then used in the usual manner to predict the reduction in 
crack tip stress intensity factor. 

A full derivation for a creeping fiber embedded in an elastic 
matrix results in the following bridging law, which incorporates 
the effects of frictional slip between the fiber and the matrix 
(Begley et al , 1995a): 

S(t) = 
(1 -ffElD 

2f2rEf 

g ( 0 , fBE, 
EL El L° (F)<r Tdt 

|>(0 BEfcr(t) 

2(1 ~f)Em 

1 + 
fEf(fEf-(l -f)Em) 

f f -Ta(t) 
-o-niTtf (1) 
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D is the diameter of the fibers; / is the fiber volume fraction; 
B is the creep coefficient of the fibers; T is the shear sliding 
stress between the fibers an the matrix; Ef, Em, and EL are the 
elastic moduli of the fiber, matrix and composite, respectively; 
and T is the characteristic relaxation time for the intact compos
ite, given by EJB(\ - f)E,„Ef. 

For a growing crack, the convolution integrals in (1) (which 
reflect the history dependence of the bridging stress) complicate 
things, and the following simplified bridging law has been used 
in crack growth studies (Begley et al., 1997; Begley et al., 
1995b): 

8(t) = 2\a{t)[a{t) + 0a(t)], ( 2 ) 

where \ is the rate-independent bridging coefficient, and (3 is 
a modified creep coefficient. The assumptions that justify sim
plifying Eq. (1) to Eq. (2) are based on comparing the relative 
magnitudes of terms in the full bridging law and neglecting 
smaller terms. In summary, Eq. (2) neglects creep of the fibers 
in the intact portion of the composite, which is acceptable during 
crack growth studies since creep in the slip region adjacent to 
the matrix crack, and the short time {t < T) response of Eq. 
(1), dominate the shielding effect of the fibers. Further details 
of these assumptions and their validity is discussed fully by 
Begley (1997), Begley et al. (1997), and Begley et al. (1995b). 

3 Time to Initiate Crack Growth 

For a given crack geometry and load level, the crack tip stress 
intensity factor may be beneath the critical stress intensity factor 
of the matrix, implying that some time is required to relax the 
shielding effect of the fibers to the point that crack growth 
occurs. Such a situation would arise when a matrix flaw exists 
that spans multiple fibers, provided the load is beneath the 
critical stress to propagate the bridged matrix crack. Another 
example is the case of an overload, where the applied load on 
the composite decreases; during the peak loading, the matrix 
crack is driven to the length where Ktip = Kc for the peak load. 
If the load is subsequently decreased, Ktip falls beneath Kc and 
some time is required to decay the bridging tractions until crack 
growth occurs. 

In the following calculations, the crack is assumed to be 
stationary; thus, the problem is simply to calculate the evolution 
of the bridging stress over time. The bridging stress profile at 
a given instant in time was then used to predict the instantaneous 
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Fig. 1 Two calculations for the crack tip stress intensity factor as a 
function of time for three different loads and f = 0.3, B, = Em = EL = E 

value of the crack tip intensity factor. The geometry is a fully 
bridged center crack of length 2a in an infinite panel. The crack 
tip stress intensity factor as a function of time is shown in Fig. 
1 for several different cases. 

The curves compare the effects on the crack tip stress inten
sity factor of two different simplifications, for three different 
load levels. The solid lines were generated using the bridging 
stress profile generated by the solution of an integral equation 
derived using Eq. (2), the simplified bridging law. The dashed 
lines were calculated using the full bridging law and imposing 
a parabolic approximation for crack opening. (At high loads or 
for short cracks, the crack opening will be nearly parabolic; 
assuming the form of the profile allows the differential form of 
the integral equation to be reduced to a simple one-degree-of-
freedom differential equation.) It can be seen that at high loads 
the effect of the convolution integrals is negligible. As discussed 
by Begley (1997), even at lower loads the neglect of the convo
lutions is usually not significant. The discrepancy in Fig. 1 
between the two calculations for the lowest load is mostly a 

N o m e n c l a t u r e 

i, d = crack half length, crack tip ve
locity 

a,„ = 7r/4 (\EKC)2'3 = characteristic 
length scale for the composite 

B = creep coefficient of the fibers 
{if = {GflEf) + Baf) 

D = fiber diameter 
E„, = Young's modulus of the fibers 

and matrix 
EL = fE /+ (1 - /)Zs„, = rule of mix

tures composite Young's modu
lus 

E = composite modulus which ac
counts for orthotropy 

I = XPc/l = normalized total fiber 
strain at the crack plane 

e„ = normalized critical total strain 
to fiber failure 

Kc 

K, 

f = fiber volume fraction 
Kc = critical stress intensity factor 

for matrix crack extension 
= far-field applied stress inten

sity factor 
= \EKJl = Koo/Kc = normal

ized applied stress intensity 
factor 

(Kx\sym = asymptotic applied stress in
tensity factor at low crack 
speeds 

/ = (\EKc)
m = \Eamc = charac

teristic length scale for the 
composite 
EJ{\ -f)BEfE„, = charac
teristic relaxation time of in
tact composite 
dlpi = normalized steady-
state crack velocity 
asymptotic bridge length at 
low crack speeds 

T-

/3=BEfEL/2(l -f)E,„ = modified 
creep coefficient of the fibers 

8, 8 = total crack opening, total crack 
opening rate 

8„w = \al,c = total crack opening at 
steady-state matrix cracking 
stress (for the rate-independent 
case) 

Acr = \E28crll
2 = 8„/8,„c = normalized 

critical total crack opening gov
erning fiber failure 

\ = D ( l - f)2El/4f2
TEfE

2
L = rate-

independent bridging coefficient 
(8 = \a2) 

a, a = bridging stress, bridging stress 
rate 

o,m = [12f2TEfE
2
LK2/D(l -

f)E3
mVn = steady-state matrix 

cracking stress 
T = shear sliding stress at the fiber-

matrix interface 
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result of the inaccuracy of the parabolic form used to reduce 
the integral equation. 
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4 Constant Velocity Crack Growth: Small-Scale 
Bridging 

In situations where the length of the bridging zone is much 
smaller than the crack length, small-scale bridging is said to 
apply and the governing equations can be simplified from the 
general case. An example of such a scenario may occur in 
laminated CMCs, where cracks first appear in the 90 deg layers 
with fibers perpendicular to the loading direction. These cracks 
will advance into the adjacent 0 deg plies and arrest at room 
temperature; at loads much smaller than the matrix cracking 
stress, the bridging zone is much smaller than the total crack 
length. 

The case being modeled here is a semi-infinite crack loaded 
with a far-field applied stress intensity factor, K„, growing at a 
constant speed, vss (Begley et al., 1997). The bridging law 
dictating material behavior in the bridged zone is given as Eq. 
(2). Fibers fail in the wake of the crack and the bridging zone 
size remains constant. The solution represents a steady-state 
configuration, as the zone of creeping fibers bridging the crack 
propagates with the crack tip. 

The length of the bridging zone depends on the crack growth 
rate, and is determined by a fiber failure criterion. Two failure 
criteria are presented here: a critical crack opening, A„ , and a 
critical total strain in the fiber, ecr. 

Figure 2 illustrates how crack velocity varies as a function 
of applied stress intensity factor K«, for the two cases. For both 
cases, there is a rapid increase in crack velocity as the applied 
stress intensity factor is raised above the matrix toughness. The 
figure demonstrates the existence of upper and lower bounds 
on the applied loading. The assumption of a finite crack tip 
stress intensity factor dictates that a minimum K„ exists, below 
which no crack growth will occur; this minimum is merely the 
matrix toughness. For applied loads above this value, fiber creep 
will decrease bridging tractions to drive crack growth, though 
perhaps at very small velocities. 

Since the simplified bridging law (given as Eq. 2) reduces 
to the appropriate rate independent bridging law in the limit of 
no creep, an upper limit exists. As the applied load increases 
towards the level at which bridging (without creep) is no longer 
effective enough to maintain Ktip = Kc, crack velocities tend 
toward infinity. Thus, the upper limit corresponds to load levels 
at which instantaneous matrix crack occurs. 

Fig. 2 Steady-state crack velocity as a function of far-field applied 
stress intensity factor for two fiber failure criteria and f = 0.3, E, = £m 
= £ , = £ 

Crack Length a/am 

Fig. 3 Crack velocity as a function of crack length for several values of 
applied load and notch sizes using the simplified bridging law 

One of the attractive results of the simplifying assumptions 
used in this analysis is that they allow closed-form asymptotic 
solutions when crack speeds are low. The asymptotic depen
dence of the bridging zone length and crack velocity on the 
applied stress intensity factor are summarized below for the 
case where fiber failure is governed by a critical strain criterion 
(Begley et al., 1997): 

( « - - 0 ) (3) 

These closed form solutions reveal a simple power law relation
ship between applied stress intensity factor and crack velocities 
that may be useful in comparing with experiments with very 
small bridging zones. 

5 General Time Dependent Crack Growth: Large-
Scale Bridging 

Obviously, cracks may not grow at constant velocity, and the 
bridging length may be comparable to specimen dimensions. 
For such cases, full large-scale bridging have been performed 
to predict crack length and velocity as a function in time (Begley 
et al., 1995b). Fiber failure was not incorporated into the analy
sis. The geometry being considered is a center crack of length 
2a in an infinite panel with a 'notch', or unbridged portion of 
matrix crack of lengths 2a0. Crack growth is assumed to occur 
with the condition that the crack tip stress intensity factor equals 
the matrix toughness. The numerical procedure is summarized 
by Begley et al. (1995b); one attractive aspect of the technique 
used is that the bridging law has exactly the correct form in the 
limit of small time increments. Hence, the bridging behavior 
near the crack tip, where fibers are responding nearly elastically, 
is captured accurately. The results of these analyses are summa
rized in Figs. 3 and 4. 

Crack velocities as a function of crack length are shown in 
Fig. 3 for several different values of applied nodes and several 
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different notch sizes. The curves start at different initial values 
of crack length, corresponding to the case where Ktip = Kc for 
the rate independent case. Thus, for these cases the initiation 
time discussed in section 3 is zero. All cases show that the 
crack will initially decelerate as the rate of decay of bridging 
tractions decreases. After the initial transient has finished, the 
crack accelerates monotonically, eventually becoming asymp
totically independent of initial notch size. 

The crack velocity as a function of crack length can be inte
grated to predict crack length as a function of time. Such results 
are shown in Fig. 4 for one of the notch sizes in Fig. 3 and 
the same load levels. The curves illustrate the large effect the 
deceleration transient will have on the overall crack growth; 
the larger the dip in the crack velocity curve, the larger the 
dwell time in Fig. 4. For laminates, critical crack lengths at 
which catastrophic cracks cross the specimen may be short, 
i.e., equal to the ply thickness, emphasizing the importance of 
solutions in the transient regime. 

6 Predicting Time Dependent Crack Growth in 
CMCs 

6.1 Crack Growth Initiation. For a given loading sce
nario, the first question to answer is whether or not crack growth 
starts immediately, or whether some time is required to decrease 
the shielding in bridged cracks. The answers lie in the rate-
independent behavior of CMCs, which has been extensively 
studied; provided the loading rate is high enough, the composite 
constituents will initially respond elastically. The upper limit 
on the applied loading, such that crack growth studies are appli
cable, is the steady-state matrix cracking stress, which repre
sents the load level at which matrix cracks will propagate across 
the composite catastrophically in a rate-independent manner. 

For cracks created by load histories where the specimen or 
component is loaded monotonically beneath the matrix cracking 
stress, the transition to subcritical crack growth will be instanta
neous. Both cracks grown from a notch in a unidirectional com
posite and cracks tunneling into 0 deg plies in a laminate will 
arrest at the crack length at which Ktip = Kc. Therefore, any 
amount of fiber creep will decrease crack tip shielding and cause 
crack growth; initiation times for these cases are zero. The crack 
length at which Ktip = Kc with rate-independent behavior will 
be the initial condition used in the time dependent study. The 
rate independent behavior of both unidirectional CMCs and 

200 

Fig. 4 Crack length as a function of time calculated by integrating the 
curves in Fig. 3 

laminates is summarized by Cox and Marshall (1997), which 
can be used to identify relevant starting geometries for time 
dependent studies. 

Initiation times will not be zero for cracks created by an 
overload, where the load applied to the composite decreases 
after some maximum. For these cases, the starting crack length 
is the length created by the maximum load, where Ktip(amm) = 
Kc. If the load drops, Ktlv will fall below Kc, and the crack will 
remain stationary until fiber creep degrades shielding enough to 
cause crack growth. Obviously, such histories affect subsequent 
crack growth as fiber strains will accumulate. Further modeling 
and experiments are needed to discover the effect of creep prior 
to crack growth. 

6.2 Regime of Subcritical Crack Growth. Once crack 
growth has started, the relevant question to answer is when the 
cracks reach lengths that are undesirable. This is most likely 
the length at which the crack crosses the specimen, resulting in 
two halves of intact composite held together by creeping fibers. 
For laminates, the critical length at which cracks propagate 
unstably may be the 0 deg ply width, depending on the ratio of 
0 deg/90 deg widths (Cox and Marshall, 1997). 

Once the critical crack length has been identified, the models 
described in sections 4 and 5 can be used to estimate the amount 
of time required to reach this length. Noting that am in Fig. 3 
is on the order of a tenth of a millimeter for most CMCs, it can 
be seen that most (if not all) of the relevant crack growth for 
typical laminates occurs during the transient period of crack 
growth. Thus, the pertinent regions in Figs. 3 and 4 are the ones 
where the normalized crack length ala„, is less than 10 or so. 
For loads above 60 percent of the matrix crack stress, the time 
to reach a critical crack length is quite small, as the transient 
region becomes less and less pronounced. For such cases, matrix 
cracks quickly cross the specimen and composite rupture is 
governed by the rupture behavior of the fibers loaded uniformly. 

For loads significantly below the matrix cracking stress, ve
locities will may be quite small, implying that fibers have sig
nificant time to creep. Naturally, the fibers will exhibit a finite 
amount of creep ductility and for slower velocities, will fail 
during the subcritical crack growth. A transition exists then, 
between subcritical crack growth characterized by fiber failure 
in the wake of the crack (Begley et al , 1997) and fiber failure 
after the crack has reached critical dimensions (Begley et al., 
1995b). Experiments are needed to confirm this transition and 
evaluate the validity of the predictions presented here. 

6.3 Appropriateness of the Bridging Law and Single 
Crack Model. In general, bridging laws developed from cell 
models fail to capture certain aspects of bridging behavior. No
tably, the equation presented here does not account for the 
possibility of "reverse" slip, where the direction of relative 
sliding between the fiber and the matrix changes sign. This is 
most likely to happen in regions of the bridging zone that are 
unloading. For stationary cracks, this is most likely to be the 
case, and further calculations are warranted. For growing cracks, 
however, it has been shown that growth is dominated by the 
near-tip behavior of the bridging region (Begley et al., 1997; 
Begley et al , 1995b). Near the crack tip, bridging fibers will 
be loaded rapidly and will respond nearly elastically, or with 
the "short time" response of the bridging law. In this regime, 
both the possibility of "reverse" slip and the convolution inte
grals in Eq. (1) can be reasonably neglected.. 

It should be pointed out that a single crack model does not 
account for the stress redistribution that will occur if multiple 
matrix cracks occur near a stress concentration. Multiple matrix 
cracks are common, and a more realistic bridging law which 
incorporates the effect of overlapping slip zones would be more 
useful. Additionally, different weight functions used in devel
oping the integral equations could be used, to account for arrays 
of multiple cracks. 
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Despite the limitations on the bridging law outlined above, 
the results will be qualitatively consistent with more detailed 
analyses incorporating reverse slip and crack interaction. The 
essential features of the constitutive law for the bridging zone 
will not be changed by considering slip zone reversal or overlap; 
namely, that the bridging stress increases with opening and 
decays with time. Most importantly, the details of appropriate 
bridging laws always require empirical calibration, preferably 
with crack-growth data rather than micromechanical tests (Cox, 
1995). Regardless of the exact form of the bridging law, accu
rate predictions over a wide range of stress levels should be 
possible once the model is calibrated against experiments. 
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Analysis of Interfacial Cracks in 
a TBC/Superalloy System Under 
Thermomechanical Loading 
In thermal barrier coatings (TBC) residual stresses develop during cool down from 
processing temperature due to the thermal expansion mismatch between the different 
layers (substrate, bond coat, and TBC). These residual stresses can initiate micro-
cracks at the bond coat/TBC interface and can lead to debonding at the bond coat/ 
TBC interface. The effect of voids or crack-like flaws at the interface can be responsi
ble for initiating debonding and accelerating the oxidation process. Effect of oxide 
layer growth between bond coat and ceramic layer (TBC) can be modeled as volume 
increase. In this work we represent this change in volume as an induced pressure 
across the interface. Mixed-mode fracture analysis of a thin circular delamination 
in an-axisymmetrically multi-layer circular plate is developed. Geometrical nonlin-
earity is included in the analysis, since we have a large deflection case. The elastic 
deformation problem of a circular plate subjected to a clamped boundary condition 
at the edge of the delamination, an out of plane pressure load, and a compressive 
stress due to thermal mismatch between different layers, was solved numerically 
using a Rayleigh-Ritz method. The strain energy release rate was evaluated by 
means of the path-independent M-integral. The numerical results of this problem 
based on the energy method were verified using finite element method. Both methods 
correlate well in predicting the energy release rate for Mode I and Mode II, deflection, 
and postbuckling solutions. The energy release rates G, for both Mode I and Mode 
II using virtual crack extension method, were evaluated. The specimen was cooled 
down from processing temperature of WOO°C to 0°C. The variation of the properties 
as a function of temperature was used for analysis. It was found that the use of 
temperature dependent properties in contrast to constant properties provides signifi
cantly different values of J-integral and G. 

Introduction 
Thermal barrier coatings (TBCs) provide thermal insulation, 

and the bond coat provides oxidation resistance at high tempera
ture to high temperature alloy substrates. Plasma-sprayed zirco-
nia-yttria ceramic layer with a nickel-chromium-aluminum-yt
trium bond coat on a substrate made of nickel-based superalloy 
(Chang et al., 1987) is a common superalloy/TBC system. 
Application of these superalloy/TBC systems can be found in 
both aerospace and land-based gas turbine engines. In automo
tive applications, the piston head for diesel engine is coated to 
achieve a longer lifetime and a higher performance in terms of 
fuel reduction and power. However, these coatings have durabil
ity problems, due to the material and thermal mismatch between 
the coating and the metallic substrate. Thermal residual stresses 
develop during cool down from processing temperatures in 
TBC/metallic substrate. Environmental effects (specifically, 
oxidation) create additional residual stresses due to the growth 
of an oxide layer causing additional material mismatch between 
the oxide surface and the TBC. These residual stresses may 
initiate microcracks such as debonding and radial cracks, and 
can have profound effect on the response of the TBC and in
terfacial damage accumulation and failure. Their understanding 
is essential to predict the behavior of the coatings and their 
performance. The processing technique itself may produce 
voids or elongated flaws such as air bubble along the interfaces, 
which may initiate debonding. 

Contributed by the International Gas Turbine Institute and presented at the 
International Gas Turbine and Aeroengine Congress and Exhibition, Orlando, FL, 
June 2 -5 , 1997. Manuscript received by the ASME Headquarters March 20, 
1997. Paper No. 97-GT-391. Associate Technical Editor: H. A. Kidd. 

Thermal fracture of multilayer ceramic thermal barrier coat
ings was studied by Takeuchi and Kokini (1994). The effect 
of a transient thermal load on a coating which is bonded to a 
cylindrical substrate was studied by Hornack and Kokini 
(1988). Finite element method was used to obtain a solution 
for a circumferential edge crack normal to the coating. The finite 
element method has been used in conjunction with a numerical 
interface fracture mechanics model to investigate the structural 
response of coated brittle materials subjected to normal and 
shear loads (Oneil and Wayne, 1994). A finite element model 
to calculate the Mode II stress-intensity factors was developed 
by van der Zande and Grootenboer (1986). The optimum size 
for a so-called singular element has been determined. Ahmad 
(1993) provides micromechanics based fracture analysis and 
correlation of experimental data for metal ceramic and other 
interfaces. Suo (1995) studied wrinkles that induce interfacial 
stress and cause voiding. The strain energy release rate compo
nents Gi and G„ in Mode I and Mode II at the tip of an interface 
crack in a bimaterial plate under tension in a direction normal 
to the interface were evaluated using finite element analysis and 
modified crack closure integral (MCCI) technique by Dattaguru 
et al. (1994). An elastoplastic solution for the interface crack 
with contact zones was studied by Aravas and Sharma (1991). 
Singular thermal stress fields in bonded viscoelastic quarter 
planes are studied by Blanchard and Ghoniem (1989). Singular 
stress and heat flux fields at the tip of the crack in a general 
nonhomogeneous material are studied by Jin and Noda (1994). 
New domain integrals for axisymmetric interface crack prob
lems are derived by Nahta and Moran (1993). The effect of 
crack front curvature is shown to play an important role in the 
derivation of the integrals. 

Descriptions of residual stresses and their influence on me
chanical failure of coatings were studied by Evans et al. (1983). 
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The mechanics of the delamination and spalling of compressed 
films or coatings has been analyzed using a combination of 
fracture mechanics and post-buckling theory by Evans and 
Hutchinson (1984). The phenomenon of delamination buckling 
and growth in a time dependent radial compressive load is 
analyzed by Boltega and Maewal (1983). An iterative proce
dure based on the fourth-order Runge-Kutta integration for
mula is used to generate a family of nondimensionalized post-
buckling solutions of von Karman's nonlinear plate theory by 
Yin (1985). A mixed-mode fracture analysis combining nonlin
ear thin-plate stress solutions with crack-tip elasticity results 
has been developed to account for local variations of G,, G;;, 
and G/;/ in thin film debond problems associated with large film 
deformations by Chai (1990). A shaft-loaded blister test has 
been developed by Wan and Mai (1995) to measure the interfa-
cial energy of a thin flexible polymeric film adhered to a rigid 
substrate. Expressions have been derived that describe the criti
cal stress and pressure necessary to rupture oxide blisters that 
form on aluminum during growth of corrosion pits by Ryan 
and McCafferty (1995). 

Although numerous efforts have been made to understand 
the effect of cracks on the life of TBC coated specimens, evolu
tion and growth of the cracks still require special attention. It 
is now determined that in some TBC systems, such as electron 
beam-plasma vapor deposition (EB-PVD), there is microcrack 
initiation. Microcracks coalesce to form major delamination 
cracks as reported by Newaz et al. (1996). Interfacial crack 
in a layered disk specimen is shown in Fig. 1. An important 
consideration is the nature of crack growth characteristics at 
the TBC/bond coat interface. In a previous study by Nusier 
and Newaz (1996), it was shown that a central delamination 
under pure thermal loading has no stress intensification at the 
crack tip unless the delamination is large enough to promote 
buckling. By investigating the issue of interfacial crack growth, 
we will be able to evaluate the condition necessary for their 
growth under thermomechanical loading. This button specimen 
under consideration is amenable to axisymmetric modeling due 
to geometry. The importance of this problem is due to the fact 
that in order to achieve realistic prediction of TBC spallation 
performance, one needs to study the interaction of various layers 
and interfacial cracks at high temperature. 

Theoretical and Computational Analysis 
The TBC coating in a button specimen, as studied by Nusier 

and Newaz (1995), is in a state of biaxial compression. Resid
ual compression stresses has been observed in TBC coating that 
was applied using electron beam-plasma vapor deposition (EB-
PVD) technique. This residual compression stress arises be
cause of thermal expansion mismatch. Buckling failure mode 
has been observed by Newaz et al. (1996) in the EB-PVD 
system. Oxidation growth between bond coat and ceramic layer 
(TBC) can be modeled as volume increase which can be repre
sented as an induced pressure across the interface (TBC/Ox-
ide). Mixed-mode fracture analysis of a thin circular delamina
tion in an-axisymmetrically, multi layer circular plate is given 
in the following sections. 

Theoretical Analysis. Let a circular plate of radius a be 
clamped at the edge of the delamination and subject to a uni
formly distributed pressure p. The clamped edge has a radial 
displacement ae0 due to the applied compressive load (Fig. 
1(a)). The deflection and slope at the clamped edge is zero, 
also the radial displacement at the center of the plate is zero. 
For a large deflection, the strain in the radial and the tangential 
direction are 

du 1 
er = — + -

dr 2 

dw^2 

dr 
and 

u 
e » = - • 

r 
(1) 

where u and w are the radial and vertical components of the 

u=as r N 
•>\ I I I I I I I \f 

(a) 

Crack 
Superalloy 

(W 

Fig. 1 (a) Circular plate under uniform pressure and edge displacement 
of ae0 and (b) circumferential crack between the ceramic layer and the 
bond coat layer in a stepped-disk specimen 

displacement vector, respectively. Let Nr and N$ be the corre
sponding tensile forces per unit length and applying Hooke's 
law and we obtain 

Nr 
Eh 

1 
(er + uee), and NB = 

Eh 
(ee + i/er), (2) 

where h is the TBC thickness, E is the TBC Young's modulus, 
and v is the TBC Poisson's ratio. The strain energy due to 
bending is given by 

V = 2. r r r 
2 Jo Jo L 

d2w 

~drJ 

1 dw^2 

dr 

2v dw d2w 

r dr dr2 rdrdO, (3) 

where D is the flexural rigidity of the plate, and is given by 

Eh' 

12(1 - v2) ' 

The strain energy due to stretching of the middle plane is 

Neee V, = 2TT m rdr. 

(4) 

(5) 

The elastic deformation problem for a circular plate subjected 
to the boundary conditions indicated earlier was solved using 
a Rayleigh-Ritz method (an energy method) based on the fol
lowing polynomial series solution: 

- ? and 

M = r ( f l 2 - r 2 ) ( I ^ r 2 ' - 2 ) - e 0 r , (6) 

where c, and bt are constants to be evaluated from the condition 
that the total energy of the plate for a position of equilibrium 
is a minimum. Hence, 

dvi M ..... <9(V+Vi) 
db. 

= 0, and 
dc, / 

Jo 

8c i = 2TT pSwrdr. (7 ) 

The first part of Eq. 7 gives us an n -linear equation for the 
constants b-,, and these equations are solved in symbolic form. 
The second part of Eq. 7 gives us an n -nonlinear equation for 
the constants c,; the solution of the constants bt were used. All 
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of this symbolic calculation is carried out by using Mathematica 
(1996). The set of nonlinear equations have been solved by 
IMSL (1989) library subroutine NEQNJ based on Levenberg-
Marquardt algorithm with a user-supplied jacobian obtained by 
Mathematica also. The solution converged after 6 terms (n = 
6) for the case considered. 

The compressive strain in the TBC layer can be obtained by 
applying the equilibrium radial force equation for the three 
layers. This solution is valid only for thick substrate. The radial 
stress in each layer is written in the following form: 

y 4^ 

-[e-ac(T- r , ) ] , 

Crack 

Fig. 2 Notation and parameters used for J-integral 

[e-a\T-Tr)] 

1 
-t[e-a'(T-T,)], (8) 

where a is the radial stress, a is the thermal expansion coeffi
cient, and Tr is the stress-free temperature, and the superscripts 
c, b, and s refer to TBC, bond coat, and substrate, respectively. 
The equilibrium radial force equation for the three layers is 

l F = acAc + a»Ab + asAs = 0. (9) 

Substituting Eq. 8 into Eq. 9, and solving for e gives 

Fc Fb Es 

acAc + z ia"Ab+- -_asAs \{T-Tr) 1 -v 1 1 -vs 

T?C rpb rps 

* -A'+-5— A» + -^— A' 
l - i / c 1 -v" \-v' 

Now, the compressive strain in TBC is 

e0 = e-ac(T- Tr). 

(10) 

(11) 

In case of temperature dependent properties, the previous Eqs. 
8-11 will be written in incremental form for each dT, then they 
will add up to get the right value of e. For example, the variation 
of e due to dT change in temperature will be given as 

de = a\r(T~ T0) AT-dT-To). (12) 

where T0 is the reference temperature and is equal to zero. 

Computational Fracture Analysis. Linear elastic fracture 
mechanics can be used to assess the conditions for crack growth 
of bimaterial interfaces. The mechanics of interface fracture can 
be traced back to the earlier works of Griffith (1921) and Irwin 
(1960) on the general theory of fracture, of Williams (1959) 
on the elastic stress distribution around an interface crack, and 
of England (1965), Erodogan (1965), and Rice and Sih (1965) 
on explicit solutions for interface cracks. The classical fracture 
mechanics concepts enable us to predict, without a detailed 
description of the crack tip processes, crack growth behavior 
in a fracture specimen. In recent years, complexity of obtaining 
closed-form solutions have been circumvented through compu
tational fracture analysis to determine conditions for crack 
growth at bimaterial interfaces. However, the analytical basis 
is essential to studying the critical parameters that characterize 
interface fracture. 

Another approach to characterize fracture at bimaterial inter
face is via the ./-integral. Originally developed by Eshelby 
(1956), the basic concept of /-integral is a path-independent 
evaluation of the energy release rate. In other words, it is a 
measure of decrease in potential energy of the system with 
increase in crack length. In linear elastic fracture mechanics 

" / " is equivalent to G. The /-integral can be written as (Rice, 
1968) 

-.OWr T—ds, 
r ox 

(13) 

where W is the strain energy density. Figure 2 shows the nota
tion and parameters for /-integral for a homogeneous medium. 
The analysis can be easily extended for a line crack between 
two materials assuming crack growth along the interface. The 
essence of / definition and its meaning remains unaltered for 
a crack at the bimaterial interface. 

Following the work done by Yin (1985), the energy release 
rate associated with uniform-expansion growth of a circular 
delamination in a compressively loaded plate is obtained by 
means of the M-integral. The strain energy-release rate per unit 
increment of the area of delimination is given by 

G = 
1 

2Eh 

Eh 

1 - v 
e0 - Nr(a) + 12 

M,.(a) 

where Mr{r) is given by 

Mr(r) = D(w" + vw'lr). 

(14) 

(15) 

where the prime denote differentiation with respect to r. 
For arbitrary combinations of TV and M the stress field at the 

crack tip is governed by both AT/and.KT;/(Thouless et al., 1987). 
Dimensional considerations require that the stress intensity fac
tors be related to the load quantities by 

K, = dtNh-05 + d2Mh-15, K„ = d^Nh^05 + dAMh-15, (16) 

where the d{ are constants. The energy release rate is given by 

(17) G = ° "2) (Kj + Kl). 

Solving the crack problem for one loading combination and 
comparison of Eqs. 16 and 17 gives (Thouless et al., 1987) 

dx = 0.434, d2 = 1.934, d3 = 0.558, d4 = -1.503. (18) 

There is one idealized condition that we explored related to 
the specimen geometry. The presence of circumferential crack 
between the ceramic layer and the bond coat layer is as shown 
in Fig. 1, which was analyzed using finite element method. The 
general code ABAQUS (1995) was used for these analyses. 
The energy release rate G can be estimated by using the virtual 
crack extension method. The /-integral value can be found 
directly from ABAQUS. 

Within linear elastic fracture mechanics, two parameters are 
generally used to describe the conditions at the crack tip, nor
mally the stress intensity factor(s), and the energy release rate. 
Evaluation of the stress intensity factor requires a through un
derstanding of the state of stress at the crack tip. Energy release 
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MAT 2 

(a) 

Fig. 3 (a) Interfacial crack between bond coat and TBC and (b) forces 
and displacement illustrations for a crack 

rate evaluation, on the other hand, is based more on an energy 
criteria, and, hence, is more popular. 

A procedure for calculating the energy release rate, G, that 
has gained increasing acceptance over the past decade is the 
virtual crack extension method (VCEM). This was originally 
developed by Hellen and Parks (1975), who subsequently ex
tended the method to cover material nonlinearities, and the eval
uation of the ./-integral. The strain energy release rate compo
nents G, and G/; are calculated at the crack tip based on the 
Irwin's crack closure integral, which primarily states that, while 
considering a virtual crack extension method, the strain energy 
released is equal to the work done to close the crack back to 
the original size. The total strain energy release rate G, could 
be evaluated through this integral by considering two problems 
with crack lengths of a and a + da, and finding the difference 
between their levels of strain energy. It can be seen that this 
method is very convenient to evaluate the individual strain en
ergy release rate components, Gj and Gw, in a mixed mode 
situation. Dattaguru et al. (1994) used this method to evaluate 
the strain energy release rate components, G, and G„, at bimater-
ial interface. Three models were used in their study; namely, the 
bare interface model, the resin layer model, and the subinterface 
crack model. The oscillatory singularity is not present in the 
resin layer model and in the subinterface crack model. For the 
case were the resin layer thickness and the distance between 
the subinterface crack and the interface are progressively de
creased to an infinitesimally small value, they follow the trends 
of the bare interface model. 

The method of VCE used to evaluate G is explained in the 
following few steps. The energy release rates in mode I and II 
are given by 

G; = f,Al(, 
2AJ 

G„ - —fyAUy, (19) 

where fx and fy are the reaction forces, A is the crack surface 
area corresponding to Aa, and similarly Aux and Auy are the 
difference in the displacements of nodes A and B in the x and 
y-directions respectively (Figs. 3(a) and 3(b)). 

The reaction forces and the displacements were obtained via 
two runs. For the first run, we assume a very weak spring, 
so the opening displacement and sliding displacement can be 
determined from springs deflection. In the second run, the spring 
stiffness is assumed to be very high compared to the material 
stiffness, so the reaction forces can be determined. In this study, 
an eight node isoparametric element is used. The energy release 
rates in mode I and mode II are given by 

G, = — [/,iAw,i + fx2Aux2], 

Hence, 

G„ = — [fyAUyi +fy2AUy2]. 

Gtotal = G, + G„. 

(20) 

(21) 

Results and Discussion 

The presence of circumferential crack between the ceramic 
layer and the bond coat layer as shown in Fig. 1 was analyzed 
using a Rayleigh-Ritz method and finite element method. The 
general code ABAQUS was used for finite element analysis. 
The energy release rate G was estimated by using the virtual 
crack extension method. 

Finite element method was used in order to determine the J-
integral value and the energy release rate. Virtual crack exten
sion method was used to evaluate the energy release rate for 
both Mode I and Mode II crack growth. For layered disk speci
men, the disk radius is 12.7 mm, the bond coat layer thickness is 
0.04826 mm, the TBC thickness is 0.127 mm, and the uncoated 
Nickel-based superalloy had a thickness of 3.175 mm. These 
dimensions are shown in Fig. 4. The properties of these three 
layers are given in Table 1. We analyzed a model case where 
the specimen was plasma sprayed in air with a thin zirconia-
yttria (Zr02 - 8 wt% Y203) layer on a nickel-chromium-alumi
num-zirconium bond coat, as in Chang et al. (1987). The speci-

TBC 

Bond Coat 

Substrate 

0.127 mm 

0.d)4826 mm 
I 

I 
i 

3.175 mm j 12.7 mm 

h 

Fig. 4 Dimension of TBC layer in relation to bond coat and superalloy 
substrate 
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Table 1 Material properties at 22, 566 and 1149 C 

Material Young's 
modulus (GPa) 

Poisson's ratio Coefficient of 
thermal 

expansion 

( C ) 
Substrate 175.8 

150.4 
94.1 

0.25 
0.2566 
0.3224 

13.91 xlO - 6 

15.36 xl0" 6 

19.52 xl0~6 

Bond coat 137.9 
121.4 
93.8 

0.27 
0.27 
0.27 

15.16xl0"6 

15.37 xlO"6 

17.48 xlO"6 

TBC 27.6 
6.9 
1.84 

0.25 
0.25 
0.25 

10.01 xlO"6 

11.01 xlO"6 

12.41 xlO"6 

men was cooled down from a processing temperature of 1000°C 
to a temperature of 0°C. A half model for stepped-disk specimen 
was used since the specimen is axisymmetric. An eight node 
isoparametric element type was used; the total number of ele
ments was 1380. Along the longitudinal axis, the nodes can 
move in the axial direction only. The mesh was very fine close 
to the crack tip, and to make sure that the mesh is fine enough, 
another model with the same number of element but has one 
tenth of element size near to the crack tip; the difference in the 
results was less than 1 percent. Details of the finite element 
mesh near the crack tip is shown in Fig. 5. 

Figure 6 shows the variation of maximum deflection versus 
pressure ratio for a delamination radius of 20 times the TBC 
thickness. For zero pressure load, the deflection has a value 
greater than zero due to early stage of buckling. At this stage, 
the total energy release rate at crack tip may not be high enough 
for crack propagation. However, as the coating deflection in
creases to gradual buckling and induced crack surface pressure, 
G, may exceed the critical value that can cause crack growth. 
It is clear that the use of temperature-dependent properties in 
contrast to constant properties provide significantly different 
values of maximum deflection. The finite element results com
pare to numerical results correlate very well. The variation of 
the maximum deflection versus pressure ratio is nonlinear com
pare to linear variation, as in the case of no geometrical nonlin-
earity. Using temperature dependent properties gives a 20-30 
percent higher maximum deflection and energy release rate, as 
seen in Figs. 6 and 7. The variation of J and G, versus pressure 
ratio from finite element method and virtual crack extension 
method (VCEM) are shown in Fig. 7. Comparison between the 
energy release rate evaluated by energy method and by finite 

3.0 

2.5 

I 2.0 

1.5 -

1.0 

FEM. & Con. Prop. 
NUM. & Con. Prop. 
FEM. & Temp. Depen. Prop. 
NUM. & Temp. Depen. Prop. 

20 30 

P/P 

40 50 60 

Fig. 6 Variation of maximum deflection versus pressure ratio, for both 
constant (Con.) and temperature (Temp.) dependent properties (Prop.), 
a = 20h 
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60 

Fig. 5 Detailes of near crack-tip finite element mesh 

Fig. 7 Variation of the J & G versus pressure ratio, for both constant 
and temperature dependent properties, a = 20/) 

element method (7-integral) is shown in Fig. 8. The finite ele
ment method and numerical method are in very good agreement. 

Figure 9 shows the variation of G, and Gu versus pressure 
ratio for a delamination radius of twenty times the TBC thick
ness. This figure shows good agreement between finite element 
method results based on VCEM and numerical results. Mode I 
is dominant in this case. Figure 10 is same as Fig. 9, but temper
ature dependent properties were used. In Fig. 10, we observe 
that Mode II energy release rate component is much smaller 
compared with the mode I component for both numerical and 
VCEM analyses. In either case, results match well. Figure 11 
shows the variation of 7-integral delamination radius from nu
merical analysis. From this figure, one can obtain the conditions 
when the crack will propagate. From literature the critical en
ergy release rate is varied between 100-300 J-m/m2 for this 
system configuration. For a value of 300 J • m/m2, and a delami
nation radius of four times the TBC thickness, the crack will 
propagate at induced pressure value equivalent to 500 atmo
sphere («50 MPa). This value is easy to develop due to volume 
increase because of oxide layer growth. Also, based on finite 
element analysis conducted by the authors for this system with 
a wavy interface, the results shows that an axial stress of 250 
MPa can be developed for a sine wave interface with amplitude 
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Fig. 8 Variation of J & G versus pressure ratio, numerical, and finite 
element method are used, for both constant and temperature dependent 
properties, a - 20/? 

of 2.4 jj,m and wave length of 127 /xm. These values are practical 
for this system (Newaz et al., 1996). 

Conclusions 
The effect of interfacial microcracks was investigated using a 

fracture mechanics approach under thermomechanical loading. 
Thermal load was used in conjunction with internal surface 
induced pressure for interfacial cracks. The use of temperature-
dependent properties in contrast to constant properties provide 
significantly different values of /-integral and G values. A lay
ered disk-type specimen with a central crack has mixed mode 
conditions under thermomechanical loading. The total energy 
release rate evaluated by the virtual crack extension method 
and the 7-integral value, evaluated directly by ABAQUS, agree 
quite well. The maximum deflection and total energy release 
rate evaluated by finite element method and energy method are 
in very good agreement. 

For a TBC toughness value of 300 J • m/m2 and a delamina-
tion radius of four times the TBC thickness, the crack will 
propagate at induced pressure value equivalent to 500 atmo
sphere («50 MPa). The results clearly indicate that small inter
nal pressure due to oxidation-induced volume change may cre
ate the necessary conditions for crack growth during thermal 
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Fig. 9 Variation of G, & GM versus pressure ratio, numerical, and finite 
element methods are used, constant properties, a = 20h 

i 
o 
CD 

G,, FEM., A 

— - G„, FEM., B 
1000 - G,, NUM., C C 

/ 
G„, NUM., D / 

/ A 

800 - / ' / 
/ / / / 

/ / 
600 -

/ / / / / / 400 - // 
// // 

/ / / / 200 - X 
X B 

S ._^-—' D 
0 - • " " * " I I i i I 

10 20 30 

P/P 

40 50 60 

Fig. 10 Variation of G, & GM versus pressure ratio, numerical, and finite 
element method are used, temperature dependent properties, a = 20h 
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Fig. 11 Variation of G versus delimination radius at different pressure 
ratio, numerical, and temperature dependent properties are used, a -
20/7 

cycling. This value may easily develop due to volume increase 
because of oxide layer growth or due to the presence of a wavy 
interface. 

Acknowledgment 
Funding for this research was provided through a grant 

(#F49620-95-l-0201) from the Air Force Office of Scientific 
Research (AFOSR). Dr. Walter Jones is the program monitor. 
Discussion and interaction with Dr. P. K. Wright of GEAE is 
gratefully acknowledged. 

818 / Vol. 120, OCTOBER 1998 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References 
Ahmad, J., 1993, "A Micromechanics Based Representation of Combined 

Mode I and Mode II Toughness of Brittle Materials and Interfaces," ASME 
Journal of Engineering Materials and Technology, Vol, 115, pp. 101-105. 

ABAQUS, 1995, Hibbitt, Karlsson and Sorensen, Inc., 1080 Main Street, Paw-
tucket, RI 02860-4847. 

Aravas, N„ and Sharma, S. M., 1991, "An Elastoplastic Analysis of the Inter
face Crack with Contact Zones," J. Meek Phys. Solids, Vol. 39, No. 3, pp. 311 — 
344. 

Blanchard, J. P., and Ghoniem, N. M., 1989, "Relaxation of Thermal Stress 
Singularities in Bonded Viscoelastic Quarter Planes," ASME Journal of Applied 
Mechanics, Vol. 56, pp. 756-762. 

Bottega, W. J., and Maewal, A., 1983, "Delamination Buckling and Growth 
in Laminates," Transactions of the ASME, Vol. 50, 184-189. 

Bottega, W. J., and Maewal, A., 1983, "Dynamics of Delamination Buckling," 
Int. J. Non-Linear Mechanics, Vol. 18, No. 6, pp. 449-463. 

Chai, H., 1990, "Three-Dimensional Fracture Analysis of Thin-Film Debond-
ing," Int. J. Fracture, Vol. 46, pp. 237-256. 

Chang, G. C , and Phucharoen, W„ and Miller, R. A., 1987, "Finite Element 
Thermal Stress Solutions for Thermal Barrier Coatings," Surface and Coatings 
Technology, Vol. 32, pp. 307-325. 

Dattaguru, B., Venkatesha, K. S„ Ramamurthy, T. S„ and Buchholz, F. G„ 
1994, "Finite Element Estimates of Strain Energy Release Rate Components at 
the Tip of an Interface Crack Under Mode I Loading," Engineering Fracture 
Mechanics, Vol. 49, No. 3, pp. 451-463. 

Dundurs, J., 1969, discussion, ASME Journal of Applied Mechanics, Vol. 36, 
p. 650. 

England, A. H., 1965, "A Crack Between Dissimilar Media," ASME Journal 
of Applied Mechanics, Vol. 32, pp. 400-402. 

Erdogan, F., 1965, "Stress Distribution in Bonded Dissimilar Materials With 
Cracks," ASME Journal of Applied Mechanics, Vol. 32, pp. 403-410. 

Eshelby, J. D., 1956, "The Continuum Theory of Lattice Defects in Solid State 
Physics," Vol. 3, pp. 79-141. 

Evans, A. G., Crumely, G. B., and Demaray, R. E., 1983, "On the Mechanical 
Behavior of Brittle Coatings and Layers," Oxidation of Metals, Vol. 20, No. 5/ 
6. 

Evans, A. G., and Hutchinson, J. W., 1984, "On the Mechanics of Delamination 
and Spalling in Compressed Films," Int. J. Solids Structures, Vol. 20, No. 5, pp. 
455-466. 

Griffith, A. A„ 1921, Phil. Trans. Roy. Soc. Lond., Vol. A221, pp. 163-197. 
Hellen, T. K„ 1975, "On the Method of Virtual Crack Extensions," Int. J. 

Num. Meth., Vol. 9, pp. 187-207. 
IMSL, 1989, User's Manual, version 1.0, Visual Numerics, Inc., Houston, TX. 
Irwin, G. R„ 1960, Structural Mechanics, J. N. Goodier and N. J. Hoff, eds., 

Pergamon Press, Oxford, pp. 557-591. 

Jin, Z., and Noda, N., 1994, "Crack-Tip Singular Fields in Nonhomogeneous 
Materials," ASME Journal of Applied Mechanics, Vol. 61, pp. 738-740. 

Kokini, K., and Hornack, T. R., 1988, "Transient Thermal Load Effects on 
Coatings Bonded to Cylindrical Substrates and Containing Circumferential 
Cracks," J. of Eng. Mat. and Tech., Vol. 110, pp. 35-40. 

Mathematica, 1996, version 3, Wolfram Media, Inc., Champaign, IL. 
Nahta, R., andMoran, B., 1993, "Domain Integrals For Axisymmetric Interface 

Crack Problems," Int. J. Solids Structures, Vol. 30, No. 15, pp. 2027-2040. 
Newaz, G. M„ Nusier, S. Q., Chaudhury, Z. A„ and Wright, K. P., 1996, 

"Damage Accumulation Mechanisms in Thermal Barrier Coatings," presented 
at IMECE'96, Atlanta, GA. 

Nusier, S. Q., and Newaz, G. M., 1996, "Analysis of Interfacial Cracks in a 
TBC/Superalloy System Under Thermal Loading," submitted to J. of Engineering 
Fracture Mechanics. 

Oneil, D. A., and Wayne, S. F., 1994, "Numerical Simulation of Fracture in 
Coated Brittle Materials Subjected to Tribo-Contact," J. of Eng. Mat. and Tech., 
Vol. 116, pp. 471-478. 

Rice, J. R„ 1988, "Elastic Fracture Mechanics Concepts of Interfacial Cracks," 
ASME Journal of Applied Mechanics, Vol. 55, pp. 98-103. 

Rice, J. R., 1968, "Mathematical Analysis in the Mechanics of Fracture, in 
Fracture," treatise, H. Leibowitz, ed„ Vol. 2, Academic Press, New York, pp. 
191-311. 

Rice, J. R., and Sih, G. C , 1965, "Plane Problems of Cracks in Dissimilar 
Media," ASME Journal of Applied Mechanics, Vol. 32, pp. 418-423. 

Ryan, R. L„ and McCafferty, E., 1995, "Rupture of an Oxide Blister," J. 
Electrochem. Soc, Vol. 142, No. 8, pp. 2594-2597. 

Suo, Z., 1995, "Wrinkles of the Oxide Scale on an Aluminum-Containing 
Alloy at High Temperature," / of Mechanics of Physics and Solids, Vol. 43, 
No. 6, pp. 829-846. 

Takeuchi, Y. R„ and Kokini, K., 1994, "Thermal Fracture of Multilayer Ce
ramic Thermal Barrier Coatings," ASME JOURNAL OF ENGINEERING FOR GAS 
TURBINES AND POWER, Vol. 116, pp. 266-271. 

Thouless, M. D„ Evans, A. G., Ashby, M. F., and Hutchinson, J. W„ 1987, 
"The Edge Cracking and Spalling of Brittle Plates," Acta Metall, Vol. 35, No. 
6, pp. 1333-1341. 

van der Zande, H. D., and Grootenboer, H. J., 1986, "A Finite Element Ap
proach to Interface Cracks," ASME Journal of Applied Mechanics, Vol. 53, pp. 
573-578. 

Wan, K., and Mai, Y., 1995, "Fracture Mechanics of a Shaft-Loaded Blister 
of Thin Flexible Membrane on Rigid Substrate," Int. J. Fracture, Vol. 74, pp. 
181-197. 

Williams, M. L., 1959, "The Stresses Around a Fault or Crack in Dissimilar 
Media," Bull. Seismol. Soc. Am., Vol. 49, pp. 199-204. 

Yin, W., 1985, "Axisymmetric Buckling and Growth of a Circular Delamina
tion in a Compresses Laminate," Int. J. Solids Structures, Vol. 21, No. 5, pp. 
503-514. 

Journal of Engineering for Gas Turbines and Power OCTOBER 1998, Vol. 120 / 819 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H. A. Niecl 
Advanced Manufacturing 
Technology Associates, 
13 Shadow Wood Way, 

Ballston Lake, NY 12019 

Ceramic Coating Edge Failure 
Due to Thermal Expansion 
Interference 
An investigation of thermal barrier coatings on a metal substrate was conducted 
when the assembly was subjected to both thermal heating and mechanical edge loads 
generated by interference in adjoining expansion gaps. Both finite element and closed 
form solution models were developed and compared. The results of the analyses 
predict that the application of both thermal and mechanical edge loads on the edge 
of ceramic/metal composites can produce severe local edge spallation in the ceramic 
coating when an inadequate expansion gap is provided. 

Introduction 
Ceramic thermal barrier coatings on metal substrates provide 

a reduced temperature in the metal due to the low thermal 
conductivity of the ceramics that enhances the capability of the 
ceramic/metal structure. Many fabrication methods are cur
rently being used to produce ceramic coatings on metal sub
strates. Schwartz (1990) describes the various methods cur
rently used to either join or apply ceramics to other materials. 
The fabrication of a ceramic coating onto a metal substrate has 
always been a challenge because of the extreme mismatch in 
the material properties such as the thermal expansion and elastic 
modulus. A common coating process is the thermal plasma 
spray technique that is currently widely used for coating many 
types of metal components in the aircraft engine industry. 

In the thermal spray process, the metal substrate is first pre
pared by applying a thin coat of material called the bondcoat 
acting as a graded transition between the metal and ceramic 
coating. Then ceramic layers are applied to the bondcoat by the 
solidification of droplets of molten ceramic particles in the form 
of stacked platelets. A molten spherical droplet of ceramic im
pinges first onto the bondcoat and metal substrate. Then, succes
sive layers are deposited over previously deposited ceramic with 
each pass of the torch. Each ceramic particle releases its heat 
energy into the bulk material and, thereby, rapidly solidifies. 
The exchange of heat energy increases the temperature of the 
previously deposited ceramic and metal substrate considerably 
above the ambient during the spraying process. This thermal 
plasma spray process producing successive layers with each 
pass of the torch fabricates, essentially, a multilayered compos
ite. Verbeek (1992) describes in detail the production, charac
terization, and testing of thermal barrier coatings manufactured 
by the spray process. His research was focused on the formation 
mechanism and the microstructure of the coating. 

This fabrication process of coating produced at elevated tem
perature by incremental spray layering generates residual 
stresses in the assembly when it is cooled to room temperature. 
Generally, the uniformity and thickness of the thermal barrier 
coating on the metal substrate can be controlled to design re
quirements. However, it is difficult to control the amount of 
overspray at the edges of the component, which can lead to 
subsequent manufacturing problems. Edge overspray requires 
an additional grinding operation to square the ends, and provides 
the necessary uniformity of the coated structure when mounted 
adjacent to other components in gas turbine engines. Expansion 
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gaps must be established between components to prevent large 
mechanical loads being applied against the ceramic coating 
leading to cracking and spallation. 

A variety of ceramic coated assemblies have been incorpo
rated into aircraft engine hot gas path components for thermal 
protection such as shrouds, turbine blades, and elements in com-
bustors. When an assembly of ceramic coated components are 
used in arrays, design engineering must provide an adequate 
expansion gap between assemblies to prevent the edge loading 
of the ceramic coated assembly. Figure 1 shows the type of 
expansion gap interference that can occur. 

If too large an expansion gap is used, the structure is ther
mally inefficient and unwanted excessive interior heating of 
the metal substrate can cause damage. If not enough clearance 
between components is provided, the thermal expansion of the 
ceramic/metal structure can produce very high edge loads on 
the ceramic coated assembly leading to subsequent spallation, 
delamination, and failure of the ceramic coating, as shown in 
Fig. 2. The situation of gap closure is particularly damaging if 
the ceramic extends beyond the edge of the metal substrate. 

This paper investigates ceramic/metal assemblies subjected 
to both thermal stress and mechanical edge loads when there 
is an inadequate thermal expansion gap between the adjacent 
components. The sevfcre edge loading produced, even though it 
is compressive, usually leads to edge cracking, delamination, 
or a spallation failure. This problem was investigated using a 
finite element computer program to determine the severity of 
various edge loads on ceramic systems when subjected to simu
lated engine heating. 

Since cracks and spallation have been observed during both 
manufacturing and application, analyses were conducted with 
and without cracks in the vicinity of the interface between the 
coating, bondcoat, and metal substrate. Edge loading on the 
ceramic coatings creates both a combined opening and shear 
fracture mode that produces a spallation of the material in the 
region where the expansion interference occurs. 

In addition, as a part of this study a closed form solution to 
determine the stress intensity factor for an edge loaded single 
material was also derived that could provide design engineering 
with a simple approximate solution to prevent excessive edge 
loading on ceramic coated assemblies before constructing a 
refined FE model. 

Background 
Many published studies have focused on the state of stress 

at the free edge of the thermal mismatched assembly. These 
investigations have revealed the existence of a stress singularity 
at the free edge that is generated by both the geometry and 
the difference in the material properties at the interface. This 
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Fig. 1 Ceramic coated shroud subjected to edge interference 

localized stress field was found to have a pronounced effect on 
the stress intensity factors of edge interfacial cracks. 

Raju and Crews (1981) developed a quasi-three-dimensional 
analysis to analyze the edge stress problem for a four-layer 
composite using a finite element formulation. Their results 
clearly show a free edge stress concentration that is due to both 
a geometric singularity and the material mismatch in properties. 
Kokini (1984) determined the thermal stresses at the free edge 
of finite cylinders made of dissimilar materials using the finite 
element method. His results indicated a singularity on the free 
edge at the dissimilar material interface. Parks (1988) reported 
the results of his experiments conducted to determine the in
terfacial stress behavior of bonded bimaterial specimens. His 
results confirm the existence of edge stress concentrations. Kuo 
(1989), using a structural mechanics formulation, investigated a 
semi-infinite, bimetallic thermostat model subjected to uniform 
heating or cooling. He discusses in detail the free edge boundary 
layer effect; namely, the existence of a free edge stress singular
ity that gives rise to high local stress concentration at the inter
face. Nied (1991a) developed a simple one-dimensional ce
ramic coated metal substrate model to determine the shear stress 
distribution at the interface of dissimilar materials due to the 
thermal mismatch of expansion properties of the components 
during elevated temperature processing that was applied to a 
representative thermal barrier coating on a metal substrate. 

All of the above investigations were directed to determining 
the state of stress at the dissimilar material interface and the 
free edge of composite. Their results revealed that the localized 
free stress concentration played an important role in the struc
tural integrity of the composite and its propensity for delamina-
tion. 

These investigations were complemented by the modeling 
and analyses of dissimilar material composites from the fracture 
mechanic's viewpoint. Experimental research and analytic stud
ies were conducted to determine the stress intensity factors 
generated when there is an edge crack at the interface, near the 
interface, and at the free edge of a composite by using linear 
elastic fracture mechanics theory. 

In general, the focus in the literature has been to investigate 
the structural behavior of bonded dissimilar materials using a 
fracture mechanic's formulation. Several of these references are 
cited for completeness. Rice and Sih (1965) determined the 
stress intensity factors for cracks at the common interface of 
dissimilar materials using the complex potential approach of 
Muskhelishvili. Lu and Erdogan (1983a, b) determined the 
stress intensity factors of cracks on or approaching the interface 
of dissimilar materials by using integral equation formulations. 
One of the cases studied by Lu and Erdogan (1983b) provided 
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Fig. 2 Ceramic coated shroud edge spallation 

the solution for the stress intensity factors at the intersection of 
the free end for thermal mismatch by equivalent edge load 
conditions. Cannon et al. (1986) studied the decohesion of 
ceramic-metal interfaces by using a fracture energy concept. 
Thouless et al. (1987) investigated the cracking and spalling 
due to edge loading by analysis and test. 

Kokini (1987) investigated the effect of changing thermal 
expansion coefficients on the deformation and the edge interfa
cial crack between a ceramic-to-metal bond subjected to a tran
sient thermal load when the state of stress at the free edge plays 
an important role on bond integrity. Rice (1988) reexamines the 
fracture mechanics concepts applied to a crack at the common 
interface in a dissimilar material. Kokini (1988) continues his 
investigation of interfacial cracking of dissimilar materials when 
subjected to transient thermal loading. Here again, it is shown 
that the state of stress at the free edge plays an important role 
on bond integrity. Thouless et al. (1989) studied the delamina-
tion of ceramic coatings using a strain energy release rate 
method applied to a simple model. Nied (1991b) investigated 
the stress intensity factors for an edge crack originating at the 
interface of a ceramic-metal composite for the thermal mis
match residual stresses produced by a plasma spray process 
using both a closed form mathematical solution for the edge 
stress concentration and a finite element model. It is obvious that 
an understanding of the fracture behavior at dissimilar material 
interfaces are of great interest for the application of thermal 
barrier coated assemblies. 

Modeling Description 

Finite Element Model Description. An updated version 
of a two-dimensional FE computer code developed by Gifford 
(1979), which had the capability for both thermal stress and 
fracture mechanics analyses, was used for investigating edge 
load behavior of thermal barrier coated (TBC) assemblies. A 
455 node half model was constructed with a refined mesh at 
the free edge and along the bondcoat between the metal sub
strate and the ceramic coating. This FE model was used to 
investigate the structural behavior due to cool down from manu
facturing as well as determining the thermal stresses and me
chanical loads generated during simulated engine application. 
Figure 3 shows the general mesh features of this model. 

The cool down analysis from the processing temperature re
vealed that very high residual stresses were generated in the 
ceramic at the free edge along the bondcoat interface. The mag
nitude of these stresses were found to be sufficient for crack 
nucleation for some designs and processing variables. There
fore, computer runs were made with and without a crack at the 
free end to examine this condition. 

N o m e n c l a t u r e 

E = modulus of elasticity, Pa 
K, = opening mode stress intensity fac

tor, Pa V»J 

Kn = shear mode stress intensity factor, 
Pa vm 

M = edge moment, N-m 
P = edge axial compressive load, N 
a = substrate edge distance to crack tip, 

m 
c, = load coefficients with index / = 1, 

2 , 3 , 4 

c = ceramic edge distance to crack tip, m 
h = ceramic coating thickness, m 
e = exponent 
6 = edge displacement, m 
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stratecomposite 

The FE program uses a 12-node isoparametric cubic element 
that provided the potential for evaluating the free edge distortion 
and stress concentration to a much higher degree than the usual 
four-noded quad elements commonly used in FE codes. In addi
tion, the FE code has the feature for inserting enriched crack 
tip elements that contain the necessary fracture mechanics sin
gularity that can be conveniently applied to the edge and interior 
crack geometries. Therefore, a FE analysis would directly pro
vide both the K, and the K„ stress intensity factors for the 
opening mode I and shear mode II, respectively. In addition, 
the FE program provided the mixed mode equivalent stress 
intensity factor and the direction of crack propagation based on 
the maximum normal stress across the crack. 

The finite element models constructed were used for investi
gating various cases such as complicated composite geometries 
subjected to nonlinear temperature fields and mechanical loads 
induced by edge interference. In addition, some of these results 
were compared to the simple approximate analytic model de
rived for design purposes. For comparison to the closed form 
solution, the 455 node multi-material FE model was simplified 
to an isothermal condition and equivalent material properties 
with the same basic edge geometry used in the simple closed 
form solution. 

Mathematical Model Description. Figure 4 shows the 
model used by Thouless et al. (1987) for determining a closed 
form solution of an edge loaded corner of a single brittle mate
rial subjected to both a force and a moment by combining 
asymptotic solutions for short and long cracks. Their solutions 
for both the opening and shear mode stress intensity factors 
were found to be 

P M 

P M 
(1) 

where the associated coefficients for the A -̂factor expressions 
are given by 

c, = 0.434, 

c2 = 1.934, 

\ 

Edge 
Moment 

, *>> 
\ h J 
\ "T . a . 

Edge 
Load 

Edge 
"Load 

S Ed9e 

Displacement 

Fig. 5 Fracture mechanics model for edge load 

c3 = 0.558, 

c4 1.503. (2) 

Following the method used by Thouless et al. (1987), a 
similar model, Fig. 5, was constructed having a layer thickness 
h subjected to an ceramic edge displacement 6 with a crack 
length a. This single brittle material model is used as a first-
order approximation of coating on a substrate. Following the 
method used by Thouless et al. (1987), an approximate solution 
for the stress intensity factors of a ceramic coated substrate 
subjected to edge displacement can be derived by combining 
the asymptotic solutions for short and long cracks. 

The linear relationship for edge force and displacement is 
given by 

P = (Eh)[- (3) 

When the linear relationship for edge force and displacement 
is substituted into the derivation, the following simple expres
sions were determined: 

K, = 0A53Ejh(l - e ' ^ - 6 
) • 

K„ = 0.5S2Ejh(\ - e-""h)- (4) 

Fig. 4 Thouless model for edge load 

These simple approximate solutions based on a single mate
rial model can be effectively used by designers for sizing ade
quate expansion gaps before constructing a complex finite ele
ment model. 

Results 

Various FE models were used to simulate the mechanical 
interference and heat loading conditions of a first stage engine 
shroud. The expansion interference investigated was in the 
range of interference from 0.00 cm up to 0.0254 cm (0.010 in.) 
at an edge. Due to the symmetry of the structure, only the half 
length geometry 2.54 cm (1 in.) of the TBC shroud assembly 
was necessary to be modeled. This assembly consisted of Ni-
CrAlY bondcoat 0.0381 cm (0.015 in.) thickness between the 
metal substrate of IN718 0.1575 cm (0.062 in.) in thickness 
and a Zr02 ceramic coating 0.132 cm (0.052 in.) in thickness. 
The design of the shroud is such that it is restrained in bending, 
but allowed to expand in the horizontal direction. 

During manufacture, the ends of the TBC shrouds typically 
had an overspray extension beyond the end of the metal sub
strate of 0.0254 to 0.0381 cm (0.010 to 0.015 in.). After the 
edge grinding operation, the ceramic edge was held to (0.0254 
cm (0.010 in.) overhang. An FE model of this geometry was 
constructed with a 0.0254 cm (0.010 in.) TBC overhang. Sev
eral cases of edge interference were investigated from zero to 
a maximum edge interference of 0.0254 cm (0.010 in.) edge 
interference corresponding to the ceramic overhang in the 
expansion gap. The edge interference was applied to the model 

822 / Vol. 120, OCTOBER 1998 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



'55 

s 

K-Factor Comparison : FEM vs. Analytic Model 
Edge Interfacial Crack Length .052 Inch 

I i I 
0.000 0.002 0.004 0.006 

0.010 0.012 

Edge Interference (Inch) 

Fig. 6 Comparison of K factors obtained by FEM and analytic model 
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Fig. 8 Equivalent K-factor as a function of edge interference 

while subjected to a through-the-thickness temperature gradient 
for this study of spallation and delamination propensity. 

When a flux boundary condition, representative of a simu
lated engine application, was applied to the outer surface of the 
TBC in the FE model, a nonlinear temperature distribution was 
produced. The flux value was varied until the bottom surface 
of the metal substrate corresponded to temperature test measure
ments made during tests. The analyses determined that the tem
perature on the outer surface of the TBC was 1208°C (2207T), 

' 1065°C (1950°F) at the bondline, and 1052°C (1925"F) at the 
lower surface of the substrate. This temperature distribution was 
then used to conduct the mechanical interference analyses. 

The localized edge distortion was primarily confined to the 
ceramic TBC and the localized shear stress concentration at the 
interface between the ceramic and metal substrate attained 1310 
MPa (190 Ksi). To study the spallation behavior, a 0.132 cm 
(0.052 in.) crack was embedded in the model in the bondcoat 
interlayer between the ceramic and the metalsubstrate. 

For pure thermal expansion interference, various interference 
cases were investigated and compared using both the mathemat
ical model and the FE models. 

Figure 6 compares both the K, and K„ stress intensity factors 
for various edge interference applied to the edge of the TBC. 
Values of stress intensity factors for edge interferences from 
0.0127 cm (0.005 in.) or higher could lead to spallation in the 
TBC. Reasonable agreement exists between the FE and analytic 
models for the K, opening mode stress intensity factors. The 
disagreement for the Kn shear mode stress intensity factors be
tween the FE and the analytic models is principally due to 
the analytic model being only valid for a homogeneous, single 
material without accounting for the shear deformation mecha
nism provided by the bondcoat. 

Figure 7 shows the tendency for crack propagation in a 52 
deg direction measured from the crack plane that is independent 

Ang le of Crack Propogat lon: FEM Analys is 

& 
S 

of the edge deformation over a broad range of edge interfer
ences. This nearly constant angular direction is primarily due 
to the edge geometry and manner in which the edge load is 
applied. In this case, only a horizontal load without an edge 
moment was applied to the model. 

Figure 8 shows a plot of the mixed mode equivalent stress 
intensity factor as a function of the edge interference that is 
essentially linear. The value of the equivalent stress intensity 
factor was provided directly as output from the FE program. 
Broek (1991) defines and describes the equivalent stress inten
sity factor relationship based on the mixed mode K, and K„ 
stress intensity factors and the crack angle. When the equivalent 
stress intensity magnitude is equal to the fracture thoughness, 
spallation, and delamination would be predicted to occur. 

As an aid to the designer, the approximate solution given by 
the Eq. (4) was nondimensionalized. That result is shown in 
Fig. 9 for determining either the K, and K„ stress intensity 
factors generated by edge interference of the model shown in 
Fig. 5. It should be noted that this model tends to over predict 
the Ku shear mode stress intensity factors since the simplified 
model is composed of a single material and does not include 
the bondcoat transition interlayer. The grading effect provided 
by the bondcoat between the TBC and the metal substrate acts 
to reduce the interfacial shear stress and the shear deformation 
in the ceramic. Nevertheless, this solution was found to be 
convenient for obtaining approximate stress intensity values 
during component design or as an aid to construct a FE model. 

Conclusions 
Edge loads whether produced by mechanical or thermal inter

ference are particularly damaging to a ceramic/metal composite. 

Stress Intensity Factors (Normalized) 
Analytical Model Predictions 

Edge Loading on Ceramic Coating 

2 
55 
•8 

12 0004 0 006 0 008 0.010 0 012 

Edge Interference <lnch) 
9 10 11 12 

Crack Depth to Coating Thickness Ratio a/h 

Fig. 7 Crack propagation angle as a function of edge interference Fig. 9 Normalized stress intensity factors 
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If the edge load is applied to the ceramic, spallation of the 
ceramic locally at the edge is a typical failure mode well recog
nized in thermostructural designs. It was shown by both FE and 
mathematical modeling that the state of stress and the fracture 
mechanics stress intensity factors can be reasonably predicted. 
In the case of TBC coated thermal shrouds used in aircraft 
engines, careful consideration of the design must be made by 
thoroughly investigating the elevated temperature behavior. 
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A Metal Matrix Composite 
Damage and Life Prediction 
Model 
A simple analytical model is derived for the prediction of time-dependent deformation 
and damage response of metal matrix composites under fiber direction loading. The 
model can be used in conjunction with a number of viscoplastic constitutive models 
to describe the matrix material behavior. Damage in the form of progressive fiber 
fractures is incorporated using a mechanistic approach. The criterion for fiber frac
tures can be based on statistical information on fiber strength. When used in conjunc
tion with a prescribed failure condition for a composite, the model provides a means 
for predicting composite life under general thermomechanical load conditions. Based 
on comparison of results with detailed finite element analyses and with laboratory 
test data, it appears that the simple model provides reasonably accurate predictions. 

Introduction 

Global deformation response of metal matrix composites 
(MMCs) to applied mechanical and thermally induced stresses 
depends upon (a) the mechanical and thermal properties of the 
constituent materials, (b) residual stresses in the constituents 
induced by the composite consolidation process, and (c) the 
nature and extent of micromechanical defects and damage that 
may occur and accumulate over time. 

Considerable progress has been achieved by a number of 
investigators toward developing predictive global deformation 
response models applicable to unidirectional, continuous fiber 
reinforced titanium matrix composites (TMCs) with ceramic 
fibers subjected to fiber-direction (0 deg) and transverse (90 
deg) applied loads. The so called "unit cell" based micromech-
anics approach has been successfully employed using both de
tailed finite element models as well as simpler strength of mate
rials based models to predict global deformation response of a 
number of TMCs subjected to a variety of thermal and mechani
cal load conditions (for example, see references [1-4] ) . In the 
context of damage modeling, the effect of fiber-matrix debond 
damage (observed under 90 deg loading) on global MMC defor
mation response has been successfully predicted by a number 
of investigators using the micromechanics approach (for exam
ple, see [2 -5 ] ) . However, modeling of the effect of defects 
and other observed damage modes, such as discrete fiber frac
tures and discrete matrix cracks, has received considerably less 
attention. This is despite reported experimental observations 
and nondestructive evaluation (NDE) results [6] that indicate, 
for example, that discrete broken fibers exist in as fabricated 
MMC panels and that progressive fiber fracture is a dominant 
damage mechanism leading to failure under in-phase thermome
chanical fatigue (TMF) conditions. A model that can accurately 
predict the effect of discrete broken fibers and progressive fiber 
damage on global MMC deformation response can enhance 
current life prediction capabilities and provide residual strength 
prediction capability by quantifying the effect of cumulative 
damage. 

A reason for the lack of sufficient progress in developing 
models to accurately predict the effect of fiber fractures is that 
fiber fractures are often discrete. Therefore, approaches based 
on stress analysis of a single unit cell cannot be used because 
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the assumption in such approaches is that the composite is an 
assemblage of a large number of identical unit cells. Thus, the 
approach can be used only if none or all the fibers are fractured. 
To model discrete defects and progressive fiber damage by the 
unit cell approach, one needs a method that allows some of the 
cells to have fractured fibers. Choosing to use the finite element 
method to accomplish this leads to unmanageably large compu
tational resource requirements. Choosing the simpler strength 
of materials approach, the challenge has been to derive a set of 
equations which reflect the actual physical phenomena associ
ated with fiber fractures in a reasonably realistic fashion, and 
without making the equations intractable by simple and efficient 
numerical solution techniques. 

The present paper contains the description of a relatively 
simple, yet mechanistic, model for the analysis of unidirectional 
composites with discrete fiber fractures under fiber direction 
loading. Equations are presented that can be used to assess the 
effect as well as predict the occurrence of discrete and progres
sive fiber damage. It is assumed that the fiber material is iso
tropic and linear elastic at all temperatures. The matrix material 
is modeled as elastic-viscoplastic. For the special case of a 
composite with all fibers intact and the inelastic strain rate of 
the matrix material expressed in a simple power-law form, a 
closed form expression for composite strain is presented. Rea
sonableness of key assumptions made in deriving the simple 
model is verified by comparing solutions with detailed finite 
element analysis results of special cases. Finally, predictions 
made by using the model are compared with available test data. 

The modeling approach adopted in the present work is funda
mentally different than that of Curtin [ 7 ] . In reference [ 7 ], the 
effect of broken fibers on composite deformation response is 
incorporated by artificially reducing the effective fiber modulus. 
The present approach involves a more mechanistic, albeit sim
ple, modeling of fiber fracture. The statistical nature of fiber 
fractures is addressed by prescribing a criterion based on statisti
cal distribution of fiber strength. The present model can be 
readily adopted in a probabilistic analysis framework. 

Model Derivation 
Consider a unidirectional composite ply with some fractured 

fibers schematically shown in Fig. 1. Imagine the composite to 
be an assemblage of the following two types of cells: (a) those 
with the fiber intact and, (b) those with the fiber fractured at 
mid-length of the cell. The ratio of the volume occupied by 
type (b) cells to the volume occupied by the composite is 77, and 
the fiber volume fraction is Vf. Assume that the fiber material is 
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Cell With 
Fractured Fiber 

Cell With 
Fiber Intact 

[fi H 
Fig. 1 Conceptual view of composite with discrete fractured fibers 

Combining Eqs. (4) to (8) , we have 

1 
c / L 

a - (1 - vf)&„, 
vf vfE'f 2

 [o - (1 - vf)am] 

+ [a}(T - Tr) + af]f. (9) 

Now, strain in the matrix is composed of elastic, inelastic, and 
thermal strains, i.e., 

em = 5 s - ^ r 1 + \ ^ + [«i(r - Tr) + «»]?. (10) 

• • . dct 
in which, £,„ = E'mT, a„, = a'mT and a'm = — - . (11) 

dT 

isotropic and linearly elastic at all temperatures. It has Young's 
Modulus Ef(T) and (tangent) coefficient of thermal expansion 
(CTE), af(T), where T is the temperature. Assume that the 
matrix material is isotropic and elastic-viscoplastic at all tem
peratures. It has Young's Modulus Em(T), its CTE is am(T), 
and its inelastic strain rate is of the following form (in tensor 
notation): 

Therefore, &m em + —r - - Xff« 
H, m J 

- [a'm(T- Tr) + am]t Em. (12) 

- kHrn ) — ^Skl (1) 

In Eq. (1) , Su is the deviatoric stress tensor, subscript (m) 
designates matrix material, the left hand side is inelastic (i) 
strain rate tensor, and (•) denotes differentiation with respect 
to time. The parameter \ can be a function of matrix stress, 
strain, temperature and state variables. Under the action of aver
age applied stress a acting on the composite in the fiber direc
tion, it is assumed that compared to the fiber direction fiber and 
matrix stress component, the other stress components are much 
smaller. Thus, the stress state is essentially one-dimensional 
and, therefore, Eq. (1) can be written as follows: 

Substituting Eq. (12) into (9) , using Eq. (4) , and simplifying, 
we get: 

(1 - vf)amE'm [o- - (1 - vf)(jm]E} 
(13) 

In Eq. (13), prime ( ') denotes differentiation with respect to 
temperature (T) and E represents effective modulus of the com
posite given by 

E(T) = vfEf+(l -vf)Em (14) 

£/n ~ 3 >^&m (2) 
Stress in the matrix (am) is the sum of matrix stress due to 
applied stress a and the consolidation process induced residual 
stress (<7m) at the reference temperature. Thus, 

First consider a cell of length 21 with the fiber intact and dis
placed at each end by amount 6 under the action of average 
axial stress a. The displacement rate continuity at the fiber 
matrix interface requires that 

(1 -vf) 
x-vJkT\ + ar (15) 

8 = 6f= 6m. (3) 
Substituting Eq. (15) into (13), the strain rate for the composite 
can be expressed as follows: 

Dividing through by /, and defining the resulting quantities as 
strain averages over the cell length, we get 

CT2(1- vf)Em\ 
e = 1 

E 3 1 - vf 

- ix_?M\ + aT 

£ = £ / = £ „ (4) 
+ (1 ~vf)[a'm(T~ Tr) + am]f 

The fiber being elastic, the total strain is composed of elastic 
and thermal strains, i.e., H (1 -vf)E. 

Em 1 ( 1 - vf) 
a I ^ _VjEft_ ( + 

a A 

in which, Ef=E}f and af = a} t, 

(5) 

(6) 
Ef E, ̂ ( ' - ^ M (16) 

and ( ' ) denotes differentiation with respect to temperature (T ) . 
Enforcing force equilibrium, we get 

in which 1 = e - af(T - Tr). A reasonably accurate estimate 
of a'm is as follows: 

and 

a = vfOf+ (1 - vf)am 

a = Vf&f + (1 - vf)am. 

(7) 

(8) 

aUT) = Em(T)Ef(T)Vf 
E(T) 

(Bf-a,„)(T~Tp), (17) 

where Tp is the (stress free) highest temperature during compos
ite consolidation, and af and a,„ are temperature averaged CTE 
values of the fiber and the matrix given by 
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xf,m T v T 

af. AT. (18) 

Alternatively, a more precise estimate of aT
m can be obtained 

by integrating Eq. (16) over the temperature range Tp to Tr, 
with the initial condition that at T = Tp, a]n = 0. Note that if 
this alternative method is used for the subsequent integration 
of Eq. (16), the total strain e should be redefined such that at 
the reference temperature (Tr), e = 0. 

Special Case of Composite Without Fiber Fractures, Un
der Sustained Load, Constant Temperature, and Power-
Law Matrix Material Constitutive Behavior. Under these 
special conditions, f = 0 and & = 0. If the inelastic strain rate 
of the matrix material can be expressed by the following simple 
function involving material characteristic constants A and n: 

t'm=Aa»m, (19) 

then, comparing it with Eq. (2), \ = | Aa'^1. (20) 

With these substitutions in Eq. (16), and using the following 
initial condition: 

Fig. 2 Cross-section of a cell containing a fractured fiber 

e{t = 0) = - , 
E 

(21) 

the solution of Eq. (16) gives the following time-dependent 
composite strain: 

£ (» ) = 
1 - "/ 
QEjVf 

C, 
1 -

+ o-

_ltn-l)E»Clt+Ci 

1 — Vf 
(22) 

In the above solution, 

C2 = 

c, = (1 -vf)AEm c, = 
E 

HT^ v,^H 

and 

£(1 -vf) 

In more general cases of varying applied stress and temperature, 
and for more complicated constitutive models for the matrix 
materials, the solution of Eq. (16) together with the initial 
condition given by Eq. (21) can be obtained by numerical inte
gration. 

Composite With Discrete Fractured Fibers. Consider a 
cell that contains a fractured fiber as shown in Fig. 2. On either 
side of the fiber crack is a region of length a over which the 
fiber and matrix are debonded under the action of (theoretical) 
stress singularity at the front of a fiber crack intersecting the 
fiber-matrix interface. The length a is the distance over which 
the stress normal to the interface associated with the fiber crack 
tip is larger than or equal to the interface "strength." Most 
titanium-based matrix composites with silicon carbide fibers 
have "weak" interface. Thus, the interface "strength" is the 
compressive residual stress on the interface induced by the com
posite consolidation process. 

The region of length s ahead of each debond terminus in 
Fig. 2 is shear-lag distance. Over this distance, stress along the 
interface has both shear and normal components. Shear stress 
becomes zero at x = ±(a + s) and only normal stress compo
nent prevails beyond the shear-lag distance. It is shown later 
through detailed finite element analyses that s <? a. As shown 
in Fig. 2, the combined distance {a + s) is denoted by d, and 

the ratio dll by p. The cell is subdivided into regions Bi and 
B2. 

We now return to the conceptual view of a composite with 
discrete fractured fibers. Let U denote the total cross-section 
normal to a with no fractured fibers and let B denote the total 
cross-section with fractured fibers. For simplicity, assume that 
each fractured fiber cell has a single fracture. This assumption is 
only to simplify the forthcoming derivation, and can be readily 
removed if a situation so requires. 

The applied average stress a is shared by U and B in the 
following manner: 

a = (1 - rj)au + ijaB. (23) 

Recall that r\ is the ratio of volume with fractured fibers to the 
total composite volume. With the present assumptions, r\ is 
the fraction of fractured fibers. The modulus and CTE values 
corresponding to U, B, and Bi and B2 regions of Fig. 2 are as 
follows: 

£fl2 = (1 - vf)Em, £«, = Eu, Eu = vfEf 

+ (1 - vf)Em, EB = 
(1 -Vf)EBlEm 

pEBl + (l - p ) ( l -vf)Em' 

a-v = aBl = [(1 - vf)Ema,„ + Efajuf]/Eu, 

otB,aB,EB,EB, 
a„7 = am,aB (24) 

(paBlEBl + (1 - p)a„2EB2)EB ' 

and for the composite containing the regions U, B{, and B2, 

a = [(1 - r))Evav + r]EBaB]/E. 

Because displacements of U and B must be the same, 

6 = 6a = 6B (25) 

and 

6B = 6Bl + 8Bl. (26) 

Decomposing into their elastic (superscript e), inelastic (super
script /) and thermal (superscript T) parts, 

6B = 6%, + 6'Bi + 67
Bl + b'Bl + 6'B, + 6l2 (27) 

Now, using Eq. (25) and defining average strains in regions Bi 
and B2 to be eBl and eBl, 
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OB, 

e=-=r(l - p) + e'Bl(l - p ) + e i , ( l - p) 

Cfl, , 
+ — p + e'B2p + er

Blp. (28) 
£« 2 

Differentiating Eq. (28) with respect to time, utilizing Eq. (24), 
and using the facts that aB{ = oB and aBl = am, we get 

in which 

F=l-^P+ .. P ._ and 

H = 

Eu (1 - vf) E,„ 

Eu - (1 - U/)£,„ 

e = /ces, + (1 - p)ek + 
1 ~ P + P 

L Eu (1 - « / ) £ „ ] 
o-fl 

Also, in accordance with Eqs. (2) , 

£s, = 5 ^2&mB,, and 

+ ? 0"B 
(1 - vf)E,„ Eu_ 

e « 2
 — 3 "-iamB2-

In the above equations, 

[er - (1 - 77)oy] 

V 

(1 - p ) ^ , p£, 

+ P 
1 1 

£2„ (l-vf)El 

+ [aBl(T-Tr) 

(34) 

(35) 

(36) 

(37) 

(38) 

(39) 

^Eu (1 - vf)E,„ 

+ aBj](l - p) - [aBlp - amp](T - Tr) 

+ am[pf+(T-Tr)p]. (29) 

Differentiating Eq. (23) with respect to time and rearranging 
terms, 

oB = [& - (1 - r\)ou + tj{av - crB)]/rj. (30) 

Also, from Eq. (23), 

oB = [a- (1 -v)<ruVv- (3D 

Decomposing ev into its elastic, thermal, and inelastic parts, 
and differentiating with respect to time, 

au , . ; OVEJJ . 

ev = — + e'v - 5 - + au(T - Tr) + avT. (32) 
Eu Eu 

Solving for &v in Eq. (32), substituting into Eq. (30), and then 
substituting the result together with Eq. (31) into Eq. (29) we 
get 

e[l + F(\ -T))EV] 

Also, the stresses in the matrix material in regions U, Bx, and 
B2 can be expressed as 

amB, 

_ ou - eEfif T 

1 - Vf 

_ a - (1 - rj)ou 

V(l-Vf) 

EjVf(e - (1 - p)af(T - Tr) - pe„2) 

(40) 

(1 -vf)(\ - p) 

On 
"2 1 

1 - vf 

+ ajn, and (41) 

(42) 

a + Eu(l - r\)e'v + 
Eu V 

+ (1 - n)Ed*u(T - Tr) + a„t] 

+ — [a- - (1 - r})au] + p[ei,2 - ej,,] + (1 - p)e'Bl 
V 

+ pe'Bl 
a - (I - r))ou 

n 
(1 - p)Ey pE„, 

El (1 - vf)E„ 

+ [&Bl(T- Tr) + « „ , / ] ( 1 - p) 

- \aB[P- amp](T- Tr) + am[pf + (T - T,)p], (33) 

Given an expression for \ (i.e., given a constitutive model for 
the matrix material), the differential Equation (33), together 
with the expressions given by Eqs. ( 34 ) - (42 ) , can be numeri
cally solved for composite strain e(t) with the following initial 
conditions: 

CT(0) = 0-0, e(0) = (oJE) + a(T - Tr), 

o0Eu<> T]oEBa 

7?(0) = T?O, cr(/(0) = — 5 - + (aBo - ac„), 
t J — rja 

p(0) = po, €{,,(0) = e{,2(0) = 0, 

, m go ~ (1 ~ >7o)o-̂ (0) , / T , „ - , 
eB(0) = + aUo(T0 - Tr), and 

VoEu0 

e«2(0) = —— + am(T0 - Tr). (43) 
(1 - Vf)Emor]o 

In the present work, numerical solutions were obtained by the 
Fourth Order Runge Kutta method. Two different matrix mate
rial constitutive models, which were used in the analysis of 
verification and validation example cases whose results, are 
discussed next. 

Constitutive Models. One of the expressions for \ em
ployed in the present work is that given by Eqs. (19) and (20). 
Another analogous expression employed for (time independent) 
elastic-plastic analysis of composites is as follows: 

\ = 0.0 for <j„, < aY,„ and \ 

= I Q<;2cr for a,„ a aYm, (44) 
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where Q and p are constants obtained by fitting the equation 
e'm = Qlpo'l„ to the uniaxial stress-inelastic strain curve of the 
matrix material at the temperatures of interest, and aYm is the 
corresponding yield strength. It is noted that when p = 1, Eqs. 
(44) represent X for a bilinear stress-strain behavior with con
stant tangent modulus (da/de) equal to \IQ. 

The third constitutive model employed in the present work 
is based on the unified viscoplastic theory of Bodner and Partom 
[ 8 ] , as used by Neu [ 9 ] for TIMETAL® 21S' and by Forringer 
et al. [10] for Ti-15-3 matrix materials. Detailed discussion of 
the model can be found in references [9] and [10]. 

Progressive Fiber Damage. Equation (33) for strain rate 
of a composite with discrete fractured fibers includes 77, 77, p, 
and p terms that represent fraction of broken fibers, rate of 
additional fiber fractures with time, debond length associated 
with each fiber fracture, and growth rate of debond length, 
respectively. To model progressive fiber damage, 77 and p (or 
their rates) can be prescribed using appropriate criteria consis
tent with the governing physical phenomena. For example, the 
growth rate of p can be prescribed as a function of remote 
fiber stress and instantaneous debond length p in the manner of 
fracture mechanics models commonly used in the analyses of 
fatigue and creep crack growth. However, as discussed again 
later, detailed finite element analysis results have indicated that 
the global composite deformation is only mildly dependent on 
p and strongly dependent on 77 for values of 77 in the range of 
practical interest. 

The value 77 can be prescribed using a fiber fracture criterion 
based on instantaneous stress in a fiber and statistical distribu
tion of fiber strength. Using the analysis of Majumdar [11] 
based on Weibull statistics, the probability of failure (Pf) of a 
fiber of length L, is given by 

P 7 = 1 exp[-(L/L0)-(ff/CTD)" (45) 

where m and a0 are the Weibull modulus and strength, respec
tively, and L0 is the gage length on which the Weibull strength, 
er„, is based. Thus, the expected number of breaks in a fiber 
of length L is simply {(L/L„)- (a/a„)'"}. Based on this in 
conjunction with SCS-62 fiber strength distribution, 77 can be 
expressed as follows: 

77 = 1.9525 
_Oj_ 

4266 
(46) 

for all values of oy, where ay is stress in the fiber in MPa. For 
ay < 2300 MPa, a reasonably good approximation of 77 is as 
follows: 

77 = 0.1904 _oy_ 

1700 
1.0 (47) 

Verification and Validation Examples 

Two problems whose solution by the present model could be 
readily verified by elastic-plastic finite element analyses are of 
predicting tensile response of a composite with no fiber damage, 
and of a composite with all its fibers fractured. These problems 
were solved using a unit cell model and assuming the inelastic 
strain of the matrix material to be given by Eq. (44), with p = 
1 and tangent modulus (= 1IQ) equal to 6.4 GPa. These values 
correspond to TIMETAL® 21S uniaxial tensile stress-strain 
curve at 482°C. The other needed elastic properties for the fiber 
(SCS-6) and the matrix materials were obtained from reference 
[2]. Detailed micromechanics analysis results by the finite ele
ment method for the problems with and without broken fibers 

2000 

1500 

500 

. . . 1 . . . I . . . 1 . . . . 1 . . . 1 . . . 

/ •' S 
/ •' y 

/ .0 -* 

/ x 
/ / y 

/ • • • / 

/ Q V -
/ •• / 

/ • • ' / 

* a J 
NO FIBER DAMAGE / • • ' / 

* a J ALL FIBERS BROKEN , p=0.0295 

•y ALL FIBERS BROKEN, p=0.059 

ffr - • - NO FIBER DAMAGE (FEM) 

f • • Q • • ALL FIBERS BROKEN, p=O.0295 (FEM) 

/ 
- f - ALL FIBERS BROKEN, p=0.059 (FEM) 

• " • ' • 1 ' ' ' 1 ' ' ' 

1 TIMETAL® 21S is a trademark of the Timet Corporation, Henderson, NV. 
2 Silicon carbide fiber is produced by Textron Specialty Materials. 
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Fig. 3 Comparison of finite element reference solutions and present 
results 

have been reported in reference [13]. These finite element solu
tions were obtained for vf = 0.33 and without the consideration 
of consolidation process induced residual stresses. The finite 
element analysis of the case with broken fibers involved the 
use of a nonlinear contact algorithm to model possible closure 
of the fiber-matrix debond associated with the fiber fracture 
location. The reference [13] analyses were performed with a 
fine mesh in the fiber fracture region, with the smallest element 
size equal to 10~6 times the fiber radius. Thus, these finite 
element results can be used as highly accurate reference solu
tions for verifying the present model results. 

Figure 3 shows the present results and the corresponding 
finite element solutions from reference [13] for three different 
cases. The first case is of the composite without any fractured 
fibers. The other two cases correspond to two different debond 
length to gauge length ratios (p) for the composite with all 
fibers broken. It is seen that in all three cases, the present 
results are in close agreement with the reference finite element 
solutions. 

Figure 4 shows the results of analyses performed to assess 
the effect of the parameters 77 (representing number of broken 
fibers) and p (representing fiber-matrix debond length) on 
global composite deformation response. These results were ob
tained using the Bodner model to represent the elastic-viscoplas-
tic response of the matrix material according to the data pro
vided in reference [10], and correspond to a SCS-6/Ti-15-3 
composite with ty = 0.41 at room temperature. The effect of 
consolidation process induced residual stresses was taken into 
account in these analyses. It is seen that for 77 values in the 
practical range of interest (say, less than 0.2 or so), the value 
of p has very little influence on the global composite response. 
The effect of p does become significant if 77 is large, as shown 
in Fig. 3 for 77 = 1.0. 

Another prediction of the model that could be readily verified 
by finite element analysis is of time dependent deformation 
of a composite without broken fibers and the matrix material 
represented as an elastic-creeping solid with creep strain rate 
given by the power-law (see Eq. 20). We consider a unidirec
tional SCS-6/TIMETAL®21S composite with fiber volume 
fraction of 0.35 subjected to a constant axial stress of 690 MPa 
at 650°C. For the conditions selected, the exact solution given 
by Eq. (16) is applicable. Figure 5 shows the model prediction 
together with inelastic finite element micromechanics analysis 
results. Agreement between total strain predictions made using 
the model and by finite element analysis is reasonably close. 
Figure 6 shows the predicted average stress values in the fiber 
and the matrix as they vary with time. Note that soon after 
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Fig. 4 Parametric results showing effect of rj on composite strain 

loading, there is a relatively rapid change in stresses followed 
by a plateau. Matrix stress in the plateau region is close to zero. 
Consequently, no time dependent composite deformation is seen 
during the corresponding time interval in Fig. 5. Fiber stress is 
approximately 2.0 GPa, which, for SCS-6 fibers, may result in 
some fiber breaks. This aspect is discussed next. 

The test data for the material system and temperature and 
load conditions just considered were obtained from Ashbaugh 
[14]. In the tests, the samples were loaded in the fiber direction 
to maximum load, then the load was held constant. The speci
mens were tested with cold grips. That is, only the gage section 
was heated to the test temperature. Displacement measurements 
were made using clip gages mounted at specimen edges. Aver
age composite strains were calculated by dividing the measured 
displacements by the gauge length. Using the acoustic emission 
technique, it was estimated that approximately 0.03 percent of 
the total number of fibers in the test specimen fractured prior 
to reaching the 690 MPa maximum applied stress. 
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Fig. 6 Average stress in fibers with no broken fibers and matrix inelastic 
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For the power-law expression (Eq. (19)) describing inelastic 
strain rate of the matrix material, the constants A and n at 650°C 
were obtained from reference [14], and are shown in Fig. 5. 
Matrix and fiber material elastic constants at 650°C and temper
ature dependent CTE values were also obtained from the same 
source. 

Figure 7 shows the predictions made using the present model 
together with the test results corresponding to 690 MPa applied 
average stress. The agreement between predicted strain when 3 
percent of the fibers were considered to be fractured and the test 
data is reasonably close and consistent with acoustic emission 
information cited earlier. The source of the abrupt variations in 
the test data is not known. The predicted strains when no fibers 
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Fig. 8 Predicted deformation response of TIMETAL 21S/SCS-6 com
posite subjected to in-phase thermomechanical cyclic loading 

were considered to be fractured are somewhat lower than that 
measured values. 

Prediction Of Time-Dependent Deformation Of Composite 
Subjected To Thermomechanical Load Cycles. This verifica
tion problem involved the analysis of a unidirectional SCS-6, 
TIMETAL®21S composite with fiber volume fraction of 0.38 
subjected to thermomechanical fatigue (TMF) conditions. Spe
cifically, the composite was subjected to thermal cycles in the 
range of 150°C to 650°C, with in-phase stress cycles in the 
range of 100 MPa to 1000 MPa at 0.00556 Hz frequency: Using 
the Bodner model to describe the matrix material response, 
finite element results for this case have been reported in [2] . 
Figure 8 shows the stress-mechanical strain response computed 
using the present model. These results are in close agreement 
with the finite element analysis results of reference [2]. Neither 
the present simple model nor the finite element computations 
involved consideration of fiber fractures. 

Figure 9 shows the results of another analysis performed 
using the present model to predict the response of a unidirec
tional SCS-6/Ti-15-3 composite with vf = 0.41 under in-phase 
TMF conditions. The temperature and stress ranges for this case 
were 300°C to 538°C and 111 MPa to 1114 MPa, respectively, 
at 0.011 Hz frequency. Majumdar and Newaz [11] have reported 
results of four tests performed under these conditions. There is 
considerable discrepancy among the reported test results. There
fore, the test data do not provide a good basis for validating 
model predictions. Nevertheless, the model predictions of me
chanical strain plotted against number of TMF cycles are shown 
in Fig. 9, corresponding to the fiber fracture criterion given by 
equation (47). As indicated in reference [11] test data, the 
results do shows strain "ratcheting" with increasing number of 
cycles. This ratcheting is the result of progressive fiber fractures 
occurring in the composite. The predicted fiber stress is shown 
in Fig. 10. It is seen that at 63 cycles, the fiber stress is predicted 
to be approximately 2700 MPa. In this range, it may be more 
appropriate to use Eq. (46) rather than equation (47) as the 
fiber fracture criterion. Figure 11 shows a comparison of strains 
predicted using the two criteria. 

Conclusions 

Based on the results that could be validated by detailed finite 
element analyses and test data, it appears that the relatively 

i . • i i • • . . • . 

Fig. 9 Predicted deformation response of Ti-15-3/SCS-6 composite 
subjected to in-phase thermomechanical cyclic loading 

simple modeling approach for predicting time dependent dam
age and deformation response of unidirectional MMCs is rea
sonably accurate. The method is easily implemented on a per
sonal computer for cycle by cycle analyses of complex thermo
mechanical load patterns. Also, the method can be easily 
extended to other composite lay-ups through judicious use of 
simple lamination theory. 

In life prediction applications, the method can be useful if a 
failure criterion for the composite is prescribed in terms of a 
failure stress or failure strain of the fiber. For example, one can 
prescribe the failure stress to be the fiber 'bundle' strength. Then, 
the simple analysis method can be used to predict number of 
cycles needed for the fiber stress to reach the bundle strength. 
For the SCS-6 fiber, bundle strength is approximately 3700 MPa 

Fig. 10 Predicted average stress in the fibers of Ti-15-3/SCS-6 compos
ite subjected to in-phase thermomechanical cyclic loading 
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Fig. 11 Comparison of predicted deformation response of Ti-15-3/SCS-
6 composite subjected to in-phase thermomechanical cyclic loading us
ing two different fiber fracture criteria 

and corresponds to approximately 0.1 percent strain. Alternatively, 
one can prescribe composite failure criterion in terms of a certain 
critical percent of broken fibers (i.e., a critical value of 77). 
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An Experimental Determination 
of Losses in a Three-Port 
Wave Rotor 
Wave rotors, used in a gas turbine topping cycle, offer a potential route to higher 
specific power and lower specific fuel consumption. In order to calculate this potential 
realistically, a knowledge of the loss mechanisms is required. The experiment reported 
here was designed as a statistical experiment to identify the losses due to finite 
passage opening time, friction, and leakage, using a three-port, flow divider, wave 
rotor cycle. Incidence loss was also found to be important. Rotors of 12 in. diameter 
were used, with two different lengths, 9 in. and 18 in., and two different passage 
widths, 0.25 in. and 0.54 in., in order to vary friction and opening time. To vary 
leakage, moveable end walls were provided so that the rotor to end wall gap could 
be adjusted. The experiment is described, and the results are presented, together with 
a parametric fit to the data. 

Introduction 
The performance of gas turbine engines can be improved if 

the combustion temperature can be raised. This is difficult to 
do because the turbine inlet temperature is limited by material 
considerations (Peacock and Sadler, 1992). Increased perfor
mance can be achieved if the pressure entering the turbine can 
be increased, while maintaining the rate of heat addition. Thus, 
the combustion step should be configured so as to result in a 
pressure gain, rather than a pressure loss. Two techniques for 
achieving this are unsteady combustion (Kentfield, 1995), and 
use of a wave rotor topping cycle (Meyer, 1947; Zauner et al., 
1993; Kentfield, 1995). Because unsteady combustion currently 
shows only modest pressure gains, the wave rotor approach 
seems preferable. Calculations show that increases of 20 percent 
in specific power, and reductions in specific fuel consumption 
of 18 percent are possible by using a four-port wave rotor 
topping cycle (Wilson and Paxson, 1996). 

Wave rotors are devices which use unsteady waves to produce 
steady streams of gas which are at either higher or lower stagna
tion pressure than the input stream. The rotor itself has a set of 
passages on its periphery. In the present experiment, which was 
designed for no exchange of shaft work, the passages are 
straight, and aligned axially. As the rotor rotates, these passages 
are alternately exposed to ports at differing pressures. Typically, 
at the exhaust, or low pressure, port, the passage contains gas 
at some higher pressure just before the passage rotates into 
juxtaposition with the port. Exposure to the low port pressure 
causes an expansion wave to propagate into the passage. Later 
in the cycle, the passage, now at lower pressure, will be opened 
to the inlet port, where the gas is at higher pressure, thereby 
causing a shock wave to be propagated into the passage, and 
increasing the stagnation pressure of the gas. The exact se
quence of waves will depend on the cycle employed. Several 
different cycles are possible, each serving a different function. 
Examples are three-port cycles, used as flow dividers or equaliz
ers (Kentfield, 1969), four-port cycles, used for superchargers 
(Jenny and Zumstein, 1982), topping cycles for gas turbine 
engines (Meyer, 1947; Zauner et al., 1993) and a wave super
heater wind-tunnel (Weatherston et al., 1959), and five and 
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nine-port cycles, again intended for use as topping cycles 
(Thayer et al., 1981). In addition, wave engines for generating 
shaft work have been developed (Pearson, 1985; Weber, 1995). 
However, all the cycles have common features, and a study of 
one should produce results applicable to all cycles, at least in 
a general sense. For example, two common features are that all 
cycles employ an expansion wave, and expanding through too 
large a pressure ratio leads to losses for any cycle. Obviously, 
for maximum output, whatever the application, the efficiency 
of the wave rotor should be as high as possible, i.e., the losses 
should be minimized. In order to do this, it is necessary to know 
the source of the losses and their dependence on controlling 
parameters. This study is aimed at assessing experimentally the 
magnitude of various wave rotor losses as a function of the 
parameters which affect them. This is achieved by measuring 
the performance of a wave rotor as various geometrical parame
ters (passage width, rotor length, and rotor-casing clearance) 
are varied. In addition to providing insight into how the parame
ters effect performance, this scheme also furnishes a useful data 
base for theoretical modeling (Paxson, 1995). The losses are 
not specific to one cycle, and so any convenient cycle can be 
used for this study. To be sure, the results obtained with one 
cycle will not be directly applicable to another cycle quantita
tively, but will be qualitatively. For example, there will always 
be a trade-off between opening time and friction because in
creasing the passage width increases opening time, but de
creases the total friction. Leakage depends on a nondenomina-
tional parameter which should be low for good efficiency. How 
low will depend on the exact cycle, but probably should be no 
larger than the value proposed as a result of these studies. For 
simplicity, the three-port flow divider cycle was chosen for 
these experiments. In the flow divider, a single inlet flow is 
split into two outlet flows, one at higher stagnation pressure 
than the inlet flow, and the other at lower stagnation pressure 
than the inlet flow. No heat is added, so the apparatus is rela
tively simple (Fig. 1). However, this cycle can not be used as 
a topping stage. 

In order to make an experimental study of losses, a wave rotor 
has been built at NASA Lewis Research Center, that operates on 
the three-port flow divider cycle. This paper contains a brief 
statement of the philosophy of the experiment, a description of 
the experiment, and a summary of the measurements made. 
Finally, results are presented showing that reduction of the ro
tor-to-wall clearance gap leads to a large improvement in perfor
mance and that friction and opening-time effects, as well as 
incidence losses, also play an important role in the performance. 
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Fig. 1 Schematic diagram of the apparatus with the diagnostics used 

The Flow Divider Cycle 
The performance of a flow divider is conveniently indicated 

on a plot of the ratio of high pressure port stagnation pressure 
to inlet stagnation pressure versus the ratio of low pressure port 
stagnation pressure to inlet stagnation pressure, with the mass 
flow ratio J3 as a parameter (Kentfield, 1969). An upper limit 
to the performance of the flow divider can be calculated very 
simply, using what is called the acoustic approximation. In this 
approximation, the following assumptions are made about the 
flow: 

1 Flow conditions are constant within each region; regions 
are separated by waves. 

2 Waves are not reflected at ports. 

3 Waves travel at a single speed, which is the average of 
the wave propagation speeds on either side of the wave, 
and, hence, do not spread. 

4 No change in entropy occurs across the waves. 

The results of this calculation are shown in Fig. 2 (a ) . This 
performance, which is called the isentropic performance, is sig
nificantly higher than anything that can be achieved in practice, 
but it does illustrate the features of flow divider performance, 
i.e., that a large ratio of high pressure to inlet pressure is only 
achieved at a low value of /3. The dotted line terminating the 
curves of constant mass ratio f3 at the upper left, corresponds 
to an inlet Mach number of unity. In this approximation, the 
curves of constant j3 are concave upwards, and maximum per
formance (i.e., largest high pressure ratio) will be achieved at 
an inlet Mach number of unity. 

A more accurate calculation can be made by using character
istics to evaluate the expansion out of the passages into the low 
pressure port and by including shock waves in the compression 
portion of the calculation. This will be called the ideal cycle. 
The resulting flow divider performance is shown in Fig. 2(b). 
Now the curves of constant /3 are concave downwards, and the 
maximum performance (whether defined as pressure rise or 
efficiency) occurs for an inlet Mach number less than unity. A 
further, important difference is where choking occurs. For the 
isentropic cycle, the inlet Mach number is greater than either 
of the outlet Mach numbers, and choking would occur at the 
inlet. In the ideal cycle, for values of f3 of 0.5 and less, reducing 
the low pressure leads to a Mach number of unity in the low 
pressure port while the inlet port is still subsonic. In other 
words, choking occurs at the low pressure port, not the inlet 
port. Although the ideal performance contains wave losses that 
are inherent in any real cycle, and so is a better approximation 
than the isentropic calculation, it can not be achieved in practice 
since instantaneous opening time and no friction are assumed; 
conditions which are obviously not attainable. 

Nomenclature 

a = speed of sound 
B = width of a passage on the 

rotor 
b„, bt, bu = constants defined in Eq. 

(25) 
Cp = specific heat at constant 

pressure 
Dh = hydraulic diameter of pas

sages 
H)(x) = drag on a plate of length x 

F = dimensionless friction pa
rameter, defined in Eq. (5) 

/ = loss factor defined in Eq. 
(15) 

G, Gp, Gw = leakage parameters, de
fined in Eqs. (22) to (24) 

H = height of a passage on the 
rotor 

;' = angle of incidence of enter
ing air in the rotor reference 
frame 

K = coefficient of incidence 
loss 

L = length of the rotor 
Mj = Mach number in region j 

n = 27T / ^cycle 

Pj = absolute stagnation pres
sure in region j 

It, = relative stagnation pressure 
in region j 

R = radius of the rounding on the 
leading edge of the inlet port 

Tj = absolute stagnation temperature 
in region j 

Trj = relative stagnation temperature 
in region j 

t = time 
U = circumferential velocity of the 

rotor at the average radius of the 
passages 

Vj = absolute velocity in region j 
Wj = relative velocity in region j 
a = angle of flow in inlet duct 
P = ratio of mass flow in high pres

sure port to total mass flow 
y = ratio of specific heats 
<5 = end wall to rotor gap spacing 

6P = end wall to rotor gap spacing at 
a port 

6W = end wall to rotor gap spacing 
away from a port 

6i(x) = boundary layer momentum 
thickness 

e = expansion ratio—ratio of the 
pressure in the low pressure port 
to the pressure in a passage just 
before reaching the low pressure 
port 

rj = efficiency 

#cycie = angular extent of one cycle of 
waves 

9P = angular extent of low pressure 
port 

0win
 = angular extent of low pressure re

gion at inlet endwall 
0wout

 = angular extent of low pressure re
gion at exit endwall 

8» = 9Wjn + 0W 

v = kinematic viscosity 
p = gas density 
r = dimensionless opening time, de

fined in Eq. (2) 
to = rate of rotation of the rotor 

Subscripts 
cav = cavity surrounding the rotor into 

and from which leakage occurs 
j ~ general subscript for any of the 

three subscripts below 
in = inlet port 
hi = high pressure port 
lo = low pressure port 

pas = passage immediately before 
opening to the low pressure port 

Superscript 
/ = lossless 
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Fig. 2 Performance of a three-port flow divider calculated for (a) the isentropic cycle (left) and (b) the ideal 
cycle 

The isentropic assumption is only valid for weak waves, which 
is the case for the lower right hand region of Fig. 2, where pressure 
ratios are close to unity. Comparison of Figs. 2(a) and (b) shows 
that the isentropic calculation works reasonably well for outlet 
Mach numbers M]0 less than about 0.3. The experiments of Kent-
field (1969) were entirely within this range, and his curves did 
not display a pressure ratio maximum. For topping-cycle applica
tion, the pressure ratio should be as large as possible; therefore, 
one consideration in the present experiment was to operate the 
wave rotor under conditions for which the acoustic approximation 
would not be valid and to observe whether there is indeed a 
maximum in the performance. Consequently, a design expansion 
ratio of 0.33 was chosen, corresponding to a Mach number of the 
expanded flow of 0.85. The expansion ratio, e, is the ratio of the 

Rotor 
~ W VA/T-

Second expansion 

a = o 
Main expansion wave 

Fig. 3 Characteristics calculation of the flow divider cycle for c = 0.33. 
The leakage gaps S„ and S,, are shown for illustrative purposes (not to 
scale) 

pressure in the low pressure port to the pressure in a rotor passage 
just before it is opened to the low pressure port. This ratio deter
mines the Mach number of the flow in the low pressure port. For 
an expansion ratio of 0.33, the expansion wave exhibits significant 
spreading, as can be seen in the wave diagram of the cycle shown 
in Fig. 3. The efficiency of a flow divider has been defined by 
Kentfield (1969) as the product of compression and expansion 
efficiencies. 

0 
(1 - / 3 ) 

(PJPJ ( y - l ) / y 1 

1 - (PJPin) 
( r - i ) / y (1) 

The isentropic performance can be derived from this formula 
by inserting 77 = 1. 

Loss Mechanisms 
Although several wave rotors have been built in the past, 

only two studies of losses appear to have been reported. These 
are for the theoretical estimates of losses by Hoerler (1969) for 
the Comprex®, and for the flow divider by Kentfield (1969). 
Kentfield gives the following losses as being in order of decreas
ing importance: 

1 basic wave effects 
2 cell width, i.e., opening time effects 
3 wall friction, passage entry, and exit losses 
4 leakage 

Hoerler calculated losses for the rotor itself as percentage losses 
in efficiency for an experimental Comprex, and also for a hypo
thetical optimized Comprex. The results are given in Table 1. 
In addition, there are losses for ducts and stators external to the 
rotor. Hoerler states that leakage can dominate all other rotor 
losses, particularly for small machines, which is just the oppo
site of the conclusions by Kentfield. This disagreement reflects 
the different geometries of the two machines considered, as will 
be explained below. 

It will be assumed that the friction, opening time, and leakage 
losses, will scale with one predominant parameter for each loss. 
The derivation of the parameter for each of these losses, the 
evaluated losses, is outlined below. In addition, there are other 
losses that are estimated and used to correct the data. 

Evaluated Loss Mechanisms 
Basic Wave Effects. Basic wave effects are the losses due 

to shock waves and spreading of expansion waves, which cause 
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Table 1 Loss of efficiency in a comprex® 

Source of loss Loss in experimental 
COMPREX 

Loss in optimized 
COMPREX 

Shocks and Fans 4.5% 3.3% 

Passage opening/closing 4.1% 4.2% 

Friction (turbulent) 7.2% 2.1% 

Heat transfer 3.3% 2.1% 

Rotational velocity 4.2% 2.0% 

Leakage 10.1% 1.1% 

Mechanical 2.3% 0.1% 

Interface mixing 0 0 

Total 35.7% 14.9% 

the difference in performance between the ideal cycle and the 
isentropic cycle. A real cycle can have shock waves instead of 
compression waves. There is a loss of stagnation pressure across 
a shock wave, leading to a reduction in performance. Expansion 
waves spread in space as they propagate, resulting in nonuni
form velocities in the exit ports. Mixing of the nonuniform 
velocity distribution to form a uniform distribution causes a 
stagnation pressure loss. These losses are unavoidable in a real 
device. Moreover, they are quite large for low values of expan
sion ratio, as can be seen by the differences between the perfor
mance in Fig. 2(a) and that in Fig. 2(b). the losses due to 
these effects depend on /3 and e, and are readily calculable if 
the timing is correct, i.e., if the ports open and close at the 
appropriate times as determined by the arrival, or launching, of 
waves. For maximum performance, the timing will be different 
for each value of /? and e considered. An actual device will 
usually have timing fixed for one set of conditions, and opera
tion off design will create extra waves, causing additional losses. 
This can be handled computationally using a one-dimensional 
CFD code for wave rotor cycles (Paxson, 1995). The ideal 
cycle performance can not be measured directly in an experi
ment. It can be determined from experimental results by measur
ing performance as a function of the other losses, and by extrap
olating them to zero. 

Finite Passage Opening Time. Since the passages have a 
finite width, there is a finite time taken for a passage to rotate 
past the leading or trailing edge of a port, and to become fully 
open or closed. In the case of an inlet port, for which instanta
neous opening of the passage would cause a shock wave to 
propagate down the passage, a finite opening time will result 
in a compression wave, which will steepen into a shock wave 
as it travels down the passage. The degree to which it steepens 
depends on the ratio of the opening time to the time taken by 
the wave to travel the length of the passage. Thus the relevant 
nondimensional parameter is 

_ Passage Opening Time _ / B \ f a\ 

Wave Travel Time ~\U)\L)' 

The speed of sound, a, will vary depending on which region 
of the cycle is being considered. For simplicity of definition, 
the inlet stagnation value will be used. Note that for any particu
lar cycle, the rotor velocity U will be inversely proportional to 
the axial length of the passage L, and, hence, r is determined 
mainly by the value of the passage width, B. In addition to the 
effect on wave steepening, which may be advantageous, finite 
opening time will result in deleterious throttling losses when 
the passage is partially open. Further, finite opening time will 
create a gradual rise in velocity at the outlet ports, and finite 
closing time will create a gradual reduction in velocity at the 
outlet ports. The resulting nonuniform velocity distribution will 
result in a drop in stagnation pressure when it is mixed out to 

a uniform value downstream. Clearly this loss will increase as 
T increases. 

Friction. Although the rotor passages are long and slender, 
their maximum length-to-width ratio is less than the entrance 
length for pipes. Thus, the flow can be considered to have a 
boundary layer. This is confirmed by measurements of the radial 
velocity distribution in the high pressure port, which shows a 
uniform velocity over the central 70 percent of the passage, and 
in the two-dimensional calculations of the flow in the entrance 
and high pressure ports of the experimental geometry (Welch 
and Chima, 1993), also showing a relatively small boundary 
layer. The flow in a passage open to the low pressure port can 
be thought of as flow over a flat plate, with the leading edge 
of the "plate" being the location of the leading edge of the 
expansion wave. A friction parameter can then be defined as 
the ratio of the drag force due to the flat plate to the product 
of dynamic pressure and flow area, i.e., 

F = "D(x)l\pW2BH. (3) 

The drag is related to the boundary layer momentum thickness 
at the end of the passage (Schlichting, 1979). For reasons ex
plained below, the boundary layer was assumed laminar. With 
this assumption, the boundary layer momentum thickness is 
given by (Schlichting, 1979) 

52(x) = 0.67x(Wx/vy°-5. (4) 

The length of the boundary layer varies linearly with time as 
the expansion moves into the passage. By averaging over the 
time that the port is open, the friction parameter becomes 

l V TW 1 ~ a 5 

F = 7 . 2 ^ ™L . (5) 
Dhl v 

This parameter will be taken as representative of the effect of 
friction on the cycle as a whole. The dominant factor in the 
friction parameter is LIDh. 

Leakage. Leakage can take place radially from the passage 
to the casing if the passage is at high pressure, or from the 
casing to the passage if the passage is at low pressure. The 
result will be a "short-circuiting" from high pressure to low, 
leading to reduced performance. In addition, circumferential 
leakage is possible, from passage to passage. The pressure dif
ference driving circumferential leakage is small except when a 
wave has reached the end of a passage. Thus circumferential 
leakage is likely to be small. For radial leakage, the rate of 
mass leakage will be proportional to the area available for leak
age, which is 26B at each end of a passage. The leakage will 
be into the passage while it is in a region of low pressure. From 
Fig. 3, the low pressure region on the inlet side extends over 
an angle 8„.m, where the leakage gap is Sw, and on the outlet 
side, the low pressure region is the low pressure port, of extent 
9P, and gap 6P, and the region between the low pressure port 
and the high pressure port, of extent 8Wom and gap 8W. Thus, the 
time spent at low pressure on the inlet side of the wave rotor 
is 

t = 9wJu (6) 

and 

t = epiuj + ewju (7) 

on the outlet side. The amount of mass leaking into a passage 
will be 

mass ~ pcm2B(8„9w.n + 6P9P + 8w8„oJ/ui. (8) 

The leakage parameter is defined as the ratio of the mass leakage 
to the mass in a passage before it reaches the low pressure 
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port, i.e., pmBHL. If ppas is assumed equal to pciw, the leakage 
parameter becomes 

G ~ 2(6„0„ + 6W6„)/<MHL. (9) 

For operation of a specific wave rotor, tuL is a constant. For 
convenience, relative values of 9P = 0.71 and 6W = 1.29, were 
used, and the proportionality constant was chosen so that the 
leakage parameter is defined as 

G = (6P0„ + SK6W)/H. (10) 

Then, if the leakage gaps are equal, i.e., 6P = 6W = 6, this 
reduces to 

G = 26/H. (11) 

Based on this derivation, one would expect that the leakage in 
the Comprex studied by Hoerler (1969) would be similar to 
that in the experiments of Kentfield (1969) since the ratio 26/ 
H was virtually the same for both devices), but Hoerler claimed 
leakage was important, whereas Kentfield said that it was not. 
However, the two devices operated on quite different cycles, 
and whereas the experiment of Kentfield used a cycle similar 
to that of the present experiment, the Comprex cycle was differ
ent. In the Comprex, which used a four-port cycle, the inlet 
port and exhaust port were at approximately the same pressure, 
which was significantly lower than the two high pressure ports. 
The cavity was therefore likely to be at some intermediate pres
sure. This means that the assumption that pcav = ppas is probably 
not correct for the Comprex, and, also, there would be leakage 
into the inlet port. Both of these effects would lead to more 
leakage. An additional difference was the relative extent of the 
low pressure regions, with more of it in a port region for the 
Comprex. It thus seemed important to ascertain in the present 
experiment whether leakage at a wall is more, or less, important 
than leakage at a port. In order to do this, the wall gap and port 
gap were varied independently. Thus, separate port and wall 
leakage parameters were defined, i.e., 

and 

8„9JH 

6W9JH. 

(12) 

(13) 

Corrected Loss Mechanisms 

There are additional sources of pressure change within the 
wave rotor deriving from flow in rotating machinery. These are 
the changes in total pressure between the relative and absolute 
reference frames, to compression or expansion on entering the 
rotor (depending on the angle of incidence with which the flow 
meets the passage side walls), and to entry and exit losses 
(resulting from the blunt-edge passage walls). These effects 
are described below. The resulting pressure changes were esti
mated in order to correct the observed absolute frame pressure 
measurements appropriately. 

Rotational Velocity Loss. The wave action takes place en
tirely within the rotor, producing changes of pressure in the 
relative frame. However, the actual performance of a device is 
measured in the absolute frame, and will be affected by the 
rotor rotational speed (Wilson and Paxson, 1996). The experi
ments were run at three different rotational speeds, and, so, 
should be compared in the relative frame to remove the effect 
of the differing rotational speeds. Also, the ideal performance, 
as given above, is in the relative frame (since no correction for 
rotation was made, which is equivalent to assuming that the 
rotational velocity is zero). Thus, it is necessary to correct the 
observed absolute results to the relative frame. If no work is 
done on the gas, and for axial passages, the relative total temper-

| INLET | 

Fig. 4 Inlet and outlet velocity diagrams for the wave rotor 

atures will be related to the absolute total temperatures by 
(Glassman, 1994) 

7V, = 7} - U2/2CP, (14) 

and the ratio of relative to absolute stagnation pressure will be 

Tr, 
p, 

yl(y-» 
(15) 

The absolute efficiency, calculated by inserting absolute values 
of stagnation pressure into Eq. (1) , will be less than the relative 
efficiency, calculated by using relative stagnation pressures in 
Eq. (1). Thus, this effect is equivalent to a loss. However for 
the flow divider (though not necessarily for other cycles), this 
effect is small. Even at the highest rotational speed, the drop 
in efficiency is only 1 percent. 

Flat Plate Compressor Effect. If the inlet duct is at the 
correct angle, and if the flow angle a is equal to the duct angle 
everywhere in the port, then the inlet flow will enter the passages 
smoothly at zero angle of incidence in the relative frame, i = 
0 (Fig. 4) . For this to be the case, the flow angle must satisfy 
the relation 

sin ( a ) = UIVm. (16) 

This will only occur at design conditions, and even then, only 
if the design is correct! Off design the flow will be at a finite 
angle of incidence, i, to the passage side walls. Work will be 
done on the air if i is negative or it will be extracted from it if 
i is positive. 

This is equivalent to a flat plate compressor. The work done 
on the gas will result in a stagnation temperature rise AT, 

AT = pThl + (l - P)Tlo-Tm (17) 

which can be calculated from the Euler equation for turboma-
chinery; 

C„AT U(U~ V,„sin(a)) . (18) 

Measurements of motor power in some runs showed that the 
temperature rise could be as high as 20°R, corresponding to a 
motor power of about 10 HP. Both the velocity Vin and the flow 
angle a vary across the inlet port, and the work done must be 
evaluated by integration. 

Such a calculation provides the work put into the gas by the 
motor, but does not give values for pressure. With work input, 
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the relative inlet stagnation temperature (at any station) is given 
by 

Tln = Tin - U2/2Cp + U(U - Vin sin a)/Cp 

= Tm + (U2/2 - UVm sin a)/Cp, (19) 

which reduces to Eq. 14 when Vin sin a = U. Thus, a lossless 
flat plate compressor would generate a relative inlet stagnation 
pressure of 

It|n = PUTrJTilty^-l\ • (20) 

However, a real flat plate compressor will have losses, as dis
cussed in the rest of this section. 

Keller (1984) has shown that the leading edge of a wave 
rotor inlet port should be rounded to minimize losses due to 
vortex shedding. Keller gives a criterion for the radius of the 
rounding; 

Rs:BU/Vin. (21) 

In order to ensure that this criterion was well satisfied in the 
present experiment, a large radius (1.6 in.) was chosen, but the 
circle was truncated so the flow angle at the leading edge of 
the port was - 3 2 deg. Unfortunately, this rounding was too 
large, as it affected the inlet flow field, causing a large fraction 
of the flow to enter the rotor at an angle less than that for zero 
relative incidence angle, resulting in work being done on the 
air by the rotor. Air hitting a row of airfoils at an angle of 
incidence will suffer a loss of stagnation pressure, called inci
dence loss. The loss of stagnation pressure due to incidence 
loss can be defined as 

AP = K1
lPWfn. (22) 

Data on loss of kinetic energy due to incidence has been given 
by Emmert (1950) for both sharp-edged blades and round-nosed 
blades (without defining what constitutes sharp and round). The 
data of Emmert can be fitted quite well with an expression of 
the form 

K=f\sm'(i)\. (23) 

Using / = 0.6 provides a good fit to the round-nose blade data, 
and / = 1.5 gives a reasonable fit to the sharp-nose blade data. 
The loss coefficient is dependent on Mach number, as well as 
on incidence angle. Data on loss coefficients for cascades of 
four different airfoils, at a variety of Mach numbers, has been 
given by Lieblein (1965). The data of Fig. 130(d) of Lieblein, 
which is for a sharp-edged airfoil, shows that /increases with 
Mach number. In addition to varying with Mach number, values 
of loss coefficient can depend on Reynolds number and solidity. 
In the present experiment, the Mach number varies between 
about 0.2 and 0.9. Thus, the value of /could be larger than the 
values which fitted the data of Emmert. A priori, there is no 
obvious value of / t o use. Instead, values of /were chosen, the 
data were corrected with this value, and then extrapolated to 
obtain an experimental value for the efficiency with no friction, 
zero opening time, and no leakage, i.e., the ideal efficiency. 
Strictly speaking, this is only the ideal efficiency at the design 
condition, e = 0.33. The true ideal efficiency requires the port 
timing to be changed for each value of e. Nevertheless, the term 
ideal efficiency will be used here to mean the efficiency with 
T — F = Gp = Gw = 0, but with the fixed experimental timing. 
The value of / w a s altered until the experimental value of ideal 
efficiency agreed with the ideal efficiency calculated using the 
one-dimensional CFD Code of Paxson (1995). In other words, 
the experiment, together with the one-dimensional code, was 
used to determine a value of/. 

With a value of / assumed, the relative stagnation pressure 
produced by the flat plate compressor is 

Itin = I t ! „ -±A„W? n / | s in 3 (0 | . (24) 

Depending on the flow angle and velocity, the resulting stag
nation pressure could be greater or less than the relative stagna
tion pressure when no work is done. Since the flow angle and 
velocity vary across the inlet port, the relative stagnation pres
sure will also vary across the inlet port. A single value is re
quired for input into the efficiency equation, and is obtained by 
averaging the relative stagnation pressures calculated at various 
positions within the port. 

Entrance and Exit Losses. The wall between the passages 
has a finite thickness. Consequently, there is an area change 
between the flow in the ducts and the flow in the passages. The 
squared ends of the walls will present an obstruction to the flow 
on entering, and a drag on leaving, leading to stagnation pres
sure losses. This effect was calculated by assuming the leading 
edge is at the entering stagnation pressure, and the trailing edge 
is at the downstream static pressure. The resulting force on the 
flow is included in the momentum equation, which is then 
solved with the continuity and energy equations to give the 
downstream stagnation pressure. The calculated losses in stag
nation pressure are less than 2 percent for the narrow passages 
and less than 1 percent for the wide passages. 

Experimental Design 
In order to be able to obtain experimental values of the losses 

due to opening time, friction, and port and wall leakage, the 
parameters T, F, GP, and G„ must be varied. An efficient way 
to formulate an experiment to obtain empirical fits to data when 
there are three or more variable parameters is the Box-Behnken 
scheme (Box and Behnken, 1960). This is a three-level scheme, 
i.e., measurements are made at three values of each parameter. 
It is then possible to fit the results with a second-degree polyno
mial. Thus, in the present wave rotor experiment, the measured 
variable (or response) is the efficiency r\\ the four independant 
variables are r , F, Gp, and G„; and the fit will be of the form 

77 = b„ + biT + b2F + b3Gp + b4Gw + bnT
2 + b22F

2 

+ b33G
2

p + buGl + b12TF + b13TG„ + burGw 

+ b23FGp + b1AFG„ + bMGpGw, (25) 

where the constants b0, bt, and bu are determined from the 
experimental measurements. Replication of the center point pro
vides an estimate of the experimental error. The set of runs that 
must be made in order to evaluate the constants was determined 
using commercial software (Seshadri and Deming, 1990), and 
is listed in Table 2. RS/Explore was used to determine the 
constants from the experimental data. 

In designing the experiment, the actual rotor dimensions had 
to be determined. A review of the literature showed that the 
geometry had differed significantly for rotors built in the past, 
sometimes with no indication of the value of the end-wall to 
rotor gaps. The details of several past rotors are given in Table 
3. The nondimensional opening time T has varied over a range 
of 0.1 to 0.35. The major component of the friction parameter, 
namely the ratio LIDh, has varied between 3.7 and 84. Finally, 
the leakage parameter G (previous workers have not differenti
ated between Gp and G„) has varied from 0.005 to 0.017. The 
objective in designing this experiment was to cover as much of 
this range as possible. In order to do this, the actual experiment 
consisted of two different rotors 12 in. in diameter with one 18 
in. long and the other 9 in. long. Both were built with passages 
0.25 in. wide and 0.4 in. high, with 120 passages per rotor. 
After a series of runs at 0.25 in. passage width, every other 
wall was removed, and another series of runs was made at 
approximately twice the passage width. The ducts were de
signed so that one cycle of waves took up less than the whole 
circumference of the rotor, i.e., 6cycie < 2n. Only one cycle of 
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duct angles, which are the angles made by the centerlines of 
the ducts to the rotor axis. 

Control of the wave rotor flows was by a butterfly valve in 
each leg. The supply pressure was around 55 psia. The inlet 
valve was adjusted to throttle this supply pressure down to the 
desired inlet stagnation pressure, usually 30 psia. The expansion 
ratio was set by the low pressure valve (based on a low pressure 
port static pressure reading) and a pressure tap in the endwall 
(giving the passage pressure just before opening to the low 
pressure port). The high pressure valve controlled the mass 
ratio P, based on the input and high pressure orifice mass flow 
readings. The rotor was turned by a variable speed electric 
motor with a constant speed control. An independent measure
ment of the rotor speed was also made. 

Experimental Measurements 
The efficiency of the flow divider (Eq. 1) is determined by 

the ratios of Phi/Pin and P\0/Pm at a particular value of /3. Higher 
values of both ratios correspond to higher efficiency. The neces
sary measurements are, therefore, the mass flows in each port 
and the stagnation pressures of the inlet, high pressure, and low 
pressure flows. The mass flows were measured with standard 
orifice meters. The ports are obviously sections of an annulus. 
A transition piece in front of the inlet port took the flow in the 
inlet pipe, and converted it to the port shape, which accelerated 
the flow in the process and brought it onto the rotor at the 
correct angle. Immediately upstream of the transition piece, but 
downstream from the orifice, was a diagnostic spool with three 
wall static taps, five pitot tubes, and a thermocouple. The inlet 
stagnation pressure and temperature were determined by mea
surements at this spool. Similarly, the outlet ports had transition 
pieces to take the flow from the port shape back to round, and 
which also acted as diffusers. The downstream area of these 
diffusers was fixed by the exhaust pipe diameter. With the dif-
fuser area ratio determined, the length was chosen to give maxi
mum diffuser efficiency, using the diffuser performance curves 
of Mattingly et al. (1987). A diagnostic spool was placed imme
diately at the exit of each diffuser, with the intention of using 
the measurements to evaluate exit stagnation pressures. How
ever, the velocity distribution was found to very nonuniform, 
and it was not clear whether the resulting stagnation pressure 
would be reliable. Instead, measurements made at the ports 
were used to calculate a stagnation pressure. There were 5 static 
pressure taps on the top and bottom of each port and four pitot 
tube installations. The pitot installations carried either a rake of 
5 pitot tubes to determine radial velocity distribution, or a tube-
type combination probe (Glawe and Krause, 1974) to determine 
center-line velocity and direction. In the high pressure port, 
velocities are low and relatively uniform, and an average of the 
individual port stagnation pressure measurements was taken as 
the port stagnation pressure. In the low pressure port, the veloc-

Table 3 Comparison of different wave rotors 

Thayer Weatherston Pearson Hoerler Kentfield This work 
Machine type Pressure 

exchanger 
Pressure 

exchanger 
Wave 

turbine 
Pressure 

exchanger 
Flow 

divider 
Flow divider 

Length L~ 15.8 66 35 4.25 11 9.18 
Diameter D ' 14.4 60 9 3.23 8 12 
Passage width B" 0.4 0.55 0.7 0.19 0.66 0.25,0.54 
Passage height H" 15 1.43 15 1.1 2.2 0.4 
Hydraulic dia Dh~ 0.63 0.79 0.95 0.32 1.05 0.31,0.46 
RPM 1960 2 700 18000 11200 5500 1850-7400 
Cycles/revolution n 25 1 1 2 3 1.5,3 
Leakage gap 8" 0.004-0.013 0.004 0.007 0.005,0.01,0.015 
Ratio L/D„ 25 84 3.7 13 10.5 20-58 
Ratio 28/H 0.005-0.017 0.007 0.006 0.025-0.075 
Opening time x 0.2 0.1 0.3 0.33 0.35 0.08-0.35 
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Table 2 Set of runs for the statistical experiment 

Run Rotor Passage RPM Port Wall 
number length. width, n gap. gap, P„ 

in. in. in. in. 
1 18 0.25 1.5 3700 0.010 0.010 30 
2 18 0.025 3.0 1850 0.005 0.010 30 
3 

i 1 0.015 0.010 
4 
5 i 1 1 1 0.010 

0.010 
0.005 
0.015 I 

6 9 0.25 1.5 7400 0.010 0.010 38 
7 0.010 0.005 30 
8 1 0.010 0.015 

I 9 1 0.005 0.010 I 10 l i * * 0.015 0.010 I 
11 18 0.54 1.5 3700 0.010 0.010 30 
12 0.005 0.005 
13 0.015 0.005 
14 0.015 0.015 
15 0.005 0.015 
16 * * l r * 0.010 0.010 T 
17 18 0.54 3.0 1850 0.010 0.005 30 
18 0.010 0.015 

1 19 0.005 0.010 1 20 0.015 1 1 
21 0.010 1 15 
22 1 <l 1 1 0.010 * 53 
23 18 0.54 1.5 3700 0.010 0.010 30 
24 9 0.54 1.5 7400 0.005 0.010 30 
25 
26 
27 1 1 I 1 

o
 3 o

 
O

 
C

5 
C

>
 

0.010 
0.005 
0.015 J 

Note that runs 11, 16, 23 are replicates. 

waves was used, and, thus, there was a long, nominally wave-
free region between the closing of the high pressure port and 
the opening of the low pressure port. This was to allow any 
waves remaining from the high pressure port closing to die out, 
thereby giving the uniformity prior to opening the low pressure 
port that was assumed in calculating the cycle. One set of ducts 
was designed for operation at n = 1.5 for both the 9 in. and 18 
in. long rotors. Adding a different set of ducts for operation at 
n = 3 with the 18 in. rotor provided a combination giving three 
values of r and LIDh covering the range 20 to 58, and, hence, 
three values of F. In order to vary the port leakage gaps, the 
ports were built as inserts supported on a flange. Placing shims 
under the flange permitted variation of the rotor to port gaps. 
The rotor to wall gap was varied by providing moveable end 
walls at each end, consisting of disks that could move axially. 
Springs at three locations pushed the disks away from the rotor, 
and three screws forced the disks towards the rotor. Adjustment 
of the screws gave the desired gap spacing. The minimum spac
ing that could be used safely was 0.005 in.; larger than had 
been hoped for. This gave a value of G = 0.025, which was 
greater than the values used by other workers due to the small 
passage height of the present experiment. 

The port geometries for all the runs are given in Table 4. 
What is given in Table 4 is the circumferential angle at which 
each port opens and closes measured in the direction of rotation 
from the opening of the low pressure port. Also given are the 
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Table 4 Port timing and duct angles 

Run Inlet port High pressure port Low pressure port Run 
Opening 

angle 
Closing 
angle 

Duct 
angle 

Opening 
angle 

Closing 
angle 

Duct 
angle 

Opening 
angle 

Closing 
angle 

Duct 
angle 

1 108° 172° 22° 129° 194° 47° 0° 70° 13° 
2-5 55° 86° 11° 66° 96.5° 28° 0° 35° 6.5° 
6-10 108° 172° 36° 129° 194° 65° 0° 70° 27° 

11-16,23 108° 169° 22° 129° 190° 47° 0° 70° 13° 
17-22 55° 84° 11° 67° 93° 28° 0° 35° 6.5° 
24-27 108° 172° 36° 129° 190° 65° 0° 70° 27° 

ity distribution is very nonuniform, both radially and circumfer-
entially. The measurements were used to create a circumferen
tial velocity distribution and, by using a rake probe, a radial 
velocity distribution. These distributions were used to create 
mass, momentum, and energy integrals for a mixing calculation 
(Foa, 1960) from which the stagnation pressure for a uniform 
downstream velocity was evaluated and used as the low pressure 
port stagnation pressure. The pressure measurements were 
steady state. For some runs, a dynamic pressure transducer was 
installed 4 in. downstream of the low pressure port. The signal 
from this transducer was a sine wave at the passage passing 
frequency, with a peak to peak value of 0.5 percent of the 
steady-state pressure. Thus, the pressures were essentially 
steady state. All steady state pressure measurements were re
corded through an electronically scanned pressure (ESP) mea
surement system (Fronek et al., 1987). The pressure measuring 
system automatically self-calibrates every 20 minutes to main
tain a 0.1 percent accuracy. 

Results 
For the statistical experiment, runs were made at a nominally 

constant value of j3 = 0.37, mostly at an input stagnation pres
sure of 30 psia, varying e from 0.33 to 0.8, unless the full range 
was not accessible. Because it was not possible to achieve 0 = 
0.37 exactly on every run, runs were also made at a nominal @ 
= 0.36 and 0 = 0.38. From these extra runs, a local value of 
the derivatives of Pb\IP-m and P\JPm with respect to /?, could 
be calculated. They were used to correct the runs at nominal /? 
= 0.37 to values corresponding to exactly 0 = 0.37. Each run 
was duplicated, and then the average of the corrected values of 
Ph[/Pin and Pi0/Pm for the two runs was taken as the final result. 

The results were plotted as P^\IPm versus PXoIPm. A sample 
of the results showing the observed, absolute frame performance 
changes for the different rotors with both port and wall gaps 
set equal to 0.010 in. is given in Fig. 5. All these runs were 

made at an inlet stagnation pressure of 30 psia. The runs made 
with the 18 in. rotor at n = 3 have a larger opening time than 
the runs with n = 1.5, but the same value of friction factor. 
Thus, it is seen that increasing the opening time reduces perfor
mance. Runs with the wider passages are superior in perfor
mance to runs made with the narrow passages. The runs with 
the wider passages have a larger opening time but a lower 
friction factor than the runs with the narrow passages. For these 
runs, reduction in friction is more beneficial than the increase 
in opening time is deleterious. This is more evident for the runs 
with the 18 in. rotor than it is for the runs with the 9 in. rotor, 
indicating that friction is becoming less important for the shorter 
rotor. With the 9 in. rotor, the maximum value of PbJPm occurs 
at an expansion ratio of 0.55, at a value of P\JPm = 0.553, the 
maximum efficiency, calculated with PM/Pin and Pio/Pin, is at 
an expansion ratio of 0.65. The performance curves have the 
same shape as the curves of Fig. 2(b), but are lower than the 
(interpolated) curve for /3 = 0.37, indicating that there are 
indeed additional losses. 

Results obtained with the 18 in. rotor at three different gap 
spacings are shown in Fig. 6. The three runs at a gap spacing 
of 0.010 in. are the replicated runs at the center point, giving 
an idea of the experimental error due to lack of reproducibility 
of gap setting. It is clearly much less than the change in perfor
mance caused by a gap change of 0.005 in., so the observed 
effect is real. The variation at a fixed gap setting is of the order 
of 0.003, much less than the error due to gap setting, showing 
that irreproducibility of gap setting is the major source of experi
mental error. There is a significant increase in performance as 
the gap spacing is reduced. 

Additional tests were made in which the inlet stagnation pres
sure was varied. These tests showed that performance increased 
as pressure was raised from 10 to 30 psi, but stayed constant 
with further increases in pressure. A reasonable explanation is 
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Fig. 6 A summary of the experimental results obtained while varying 
the leakage gap. Results for a gap of 0.010 in. represent the center point, 
which was run three times. 
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Fig. 7 Values of b„ versus expansion ratio obtained assuming a laminar 
friction factor. The ideal efficiency ( ) was calculated with the CFD 
code of Paxson (1995). 

that the low pressure runs were laminar, but that raising the 
pressure, and, hence, Reynolds number, caused the flow to be
come turbulent. 

Evaluation of the Results 

Statistical Experiment. At each value of expansion ratio, 
values of Phi/Pm and P\JP-m were used to calculate an efficiency 
for each run, which was entered into the statistical program RS/ 
Explore as the response. Values of T, F, GP, and G„, for each 
run were entered as the variables. In principle, this should have 
been done for all 27 runs. However, as explained in the discus
sion of the tests in which inlet pressure was varied, there was 
reason to suspect that the two high pressure runs (runs 6 and 
22) were turbulent, whereas the other runs were laminar. Conse
quently, these two high pressure runs were omitted from the 
evaluation with a laminar friction factor. Using the remaining 
runs, the program calculated those values of the coefficients b0, 
bj, and bn that gave the best fit of Eq. (25) to the data, with 
confidence limits as to whether the term should be in the model. 
Terms with confidence less than 90 percent were dropped. The 
value of b0 is obviously the efficiency with r = F = Gp = G„ 
= 0, i.e., the ideal efficiency. What value is obtained for b0 

depends on what values of Phi/P ta, P\JPm, and / w e r e used. 
Results are shown in Fig. 7. A calculation of the ideal efficiency 

as a function of expansion ratio made with the CFD code of 
Paxson (1995) is also included in Fig. 7. There are three differ
ent values of b0. The first, denoted "uncorrected efficiency", 
was obtained by inserting the measured absolute values of Pm, 
Phi, and P\a in Eq. (1) to calculate efficiency. Since this effi
ciency will contain a pressure change from the flat plate com
pression, it should not agree with the calculated efficiency that 
has only a wave rotor contribution except at design conditions 
(e = 0.33) where the work input is relatively low. In fact, this 
is seen. It is concluded that the uncorrected efficiency is not 
appropriate for determining wave rotor performance. The sec
ond efficiency denoted "corrected efficiency, / = 0 in. was 
obtained by using Itin, Ithi, and Itl0 calculated as described in 
the section on loss mechanisms, but with the entry less sub
tracted from Itin, the exit loss added to Itni and Itl0, and with / 
= 0. This is an even worse fit to the calculated efficiency, 
showing that this description of the losses is not valid. Finally, 
the efficiency denoted "corrected efficiency" again used Itin, 
Itni, and Itl0 corrected for entry and exit loss, but with the value 
of / adjusted so that the value of b„ agreed with the calculated 
ideal efficiency. In effect then, the experiment has been used 
to determine the value of/. For the 9 in. rotor, the maximum 
corrected efficiency occurs at an expansion ratio of 0.55, as 
does the ideal efficiency. The fact that the uncorrected efficiency 
has a maximum at an expansion ratio of 0.65 is undoubtedly a 
consequence of the work contribution to the uncorrected effi
ciency. 

At each value of expansion ratio, the model best fitting the 
data, corrected with the adjusted value of/, is given in Table 
5 (assuming a laminar friction factor). If no value is given for 
a coefficient, then that term has been dropped from the model. 
The values of / are also given in Table 5 and are in reasonable 
agreement with the values that fit Emmert's data. It will be seen 
that, for expansion ratios between 0.33 and 0.6, a single model 
can be fitted to the data, namely, 

7] = b0 + bxr + b2F + b3Gp + b4Gw + bnr
2 + bl2rF. (26) 

The values of the coefficients bt and b{i at each expansion ratio 
are not very different from the averages over the six expansion 
ratios, which are also listed in Table 5 with their standard devia
tion. The fact that the coefficients do not change much with 
expansion ratio suggests that this formulation is reasonably cor
rect. The model is slightly different for the higher expansion 
ratios, but the results, particularly for bx and b2, are less reliable 
since the runs with n = 3 could not be made for e = 0.75 and 
0.8 (and only partially for e = 0.7). However, higher pressure 
ratios are generated for expansion ratios below 0.6, so this is 
the region of greater interest. 

Table 5 Values of the constants in Eq. (25) 

Parameter 

E 0.33 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 

Average, 
e = 0.33-0.6 

Parameter 

E 0.33 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 b, Standard 
deviation 

\ 0.413 0.467 0.527 0.591 0.598 0.557 0.504 0.436 0.352 0.283 

T b, -0.802 -0.892 -0.944 -1.123 -1.036 -0.811 -0.620 -0.402 -1.417 -1.856 -0.935 0.13 

F b2 -1.132 -1.299 -1.456 -1.638 -1.639 -1.100 -1.167 -0.795 -1.067 -0.972 -1.377 0.24 

Gp b3 -2.286 -2.985 -3.563 -4.278 -4.848 -5.262 -5.017 -8.026 -4.533 -4.290 -4.034 1.12 

Gw b4 -0.914 -1.130 -1.271 -1.409 -1.282 -1.794 -1.656 -1.711 -1.785 -1.532 -1.351 0.30 

XF b12 2.94 3.513 3.796 4.434 4.610 2.205 3.079 2.204 11.327 13.377 3.859 0.68 

T2 b„ 0.545 0.543 0.502 0.610 0.317 0.578 0.516 0.10 

Gp2 b33 5.235 

f 3.0 2.92 3.23 3.24 2.64 2.4 1.6 1.32 0.84 0.8 
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Fig. 8 Experimentally observed relative flow divider efficiency versus 
leakage parameter for the 9 in. rotor at an expansion ratio of 0.6 

The model for expansion ratios less than 0.6, i.e., Eq. (26), 
is surprisingly simple. It shows that the efficiency decreases 
linearly with the end wall to rotor gap spacing. The linear rela
tionship between relative efficiency and leakage parameter is 
confirmed in Fig. 8 showing relative efficiency versus leakage 
parameter for the 9 in. rotor. This result indicates that values 
of leakage parameter of 0.005 or less are desirable for good 
efficiency. From the values of £>3 and bA, it is concluded that 
leakage is more sensitive to the port gap than to the wall gap. 
The model also shows that the smallest possible values of r and 
F should be used. However, r and F should not be minimized 
independently; in a more complete description of this work 
(Wilson, 1996) it has been shown that for optimum efficiency 
r and F should be related via 

F = 0.7-r. (27) 

Conclusions 
Operation of a three-port wave rotor has shown that at a 

constant value of /? = 0.37 the maximum observed pressure 
ratio occurs at an expansion ratio of 0.55. The maximum 
corrected efficiency also occurs at an expansion ratio of 0.55. 
This expansion ratio is significantly higher than the lowest 
possible expansion ratio. The loss of efficiency in a wave 
rotor due to leakage has been demonstrated experimentally 
to be linear in the end wall to rotor gap spacing. Values of 
the leakage parameter G = 261H less than 0.005 are required 
for good efficiency. 

Analysis of the data has indicated that in addition to losses 
due to finite opening time, friction, and leakage, there are stag
nation pressure losses dependent on angle of incidence of the 
entry flow, and also stagnation pressure gains caused by work 
input to the gas from the rotor. A simple empirical model was 
found to fit the dependence of the relative efficiency on opening 
time, friction, and leakage, from which it was predicted that 
maximum efficiency will be obtained by designing such that 
friction and opening time are minimized. A model of the inci
dence losses gave losses in reasonable agreement with limited 
prior data. The experiment showed that the incidence losses 
increase with the inlet Mach number. Incidence losses can be 
significant and must be taken into account in designing inlet 
ports. 
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Modeling Piston-Ring Dynamics, 
Blowby, and Ring-Twist Effects 
A ring-dynamics and gas-flow model has been developed to study ring/groove contact, 
blowby, and the influence of ring static twist, keystone ring/groove configurations, 
and other piston and ring parameters. The model is developed for a ring pack with 
three rings. The dynamics of the top two rings and the gas pressures in the regions 
above the oil control ring are simulated. Distributions of oil film thickness and surface 
roughness on the groove and ring surfaces are assumed in the model to calculate 
the forces generated by the ring/groove contact. Ring static and dynamic twists are 
considered, as well as different keystone ring/groove configurations. Ring dynamics 
and gas flows are coupled in the formulation and an implicit scheme is implemented, 
enabling the model to resolve detailed events such as ring flutter. Studies on a spark 
ignition engine found that static twist or, more generally speaking, the relative angle 
between rings and their grooves, has great influence on ring/groove contact charac
teristics, ring stability, and blowby. Ring flutter is found to occur for the second ring 
with a negative static twist under normal operating conditions and for the top ring 
with a negative static twist under high-speed/low-load operating conditions. Studies 
on a diesel engine show that different keystone ring/groove configurations result in 
different twist behaviors of the ring that may affect the wear pattern of the keystone 
ring running surfaces. 

Introduction 
Engineers strive for better understanding of ring dynamics 

and gas flow to optimize the piston ring-pack in controlling 
engine oil consumption, oil degradation, engine blowby, piston/ 
ring/liner wear, hydrocarbon emissions (HC), and friction. The 
trend of reducing the height of the crown land and the top ring 
width for reducing HC emissions increases the temperature in 
the top ring region. Thus, piston and ring engineers are greatly 
concerned with the adverse effects on oil stability and ring 
performance. Although increasing the tension of the oil control 
ring probably is the most effective way to control oil consump
tion (Jackson, 1996), unfortunately friction and wear are in
creased by doing so. Thus, a great deal of attention is focused 
on improving the design of the top two rings and neighboring 
parts on the piston to reduce oil consumption without sacrificing 
engine efficiency. 

Various forces acting on the rings inevitably generates ring 
dynamic twist. Creating different static ring-twists is one of 
the major ways to control blowby, oil consumption, and wear 
(Rabute, 1995). The net force on the ring and the contact be
tween the ring and the ring groove are altered greatly with 
different ring twist angles. As a result, ring stability, land gas 
pressure, and the wear of ring/groove and ring/liner may be 
changed. 

There have been a number of ring dynamics and gas flow 
models developed for different purposes. In their work on the 
influence of ring twist on ring/liner lubrication, Ruddy et al. 
(1979a, b) addressed the importance of the contact point be
tween rings and their grooves and found some interesting phe
nomena related to ring twist such as possible ring flutter if the 
contact point of the ring and its groove is at outside edge. 
However, in their work, gas flow was not included and a re
acting force from the groove was calculated by assuming quasi-
steady axial ring motion after the ring makes contact with the 
groove. For their HC emissions and blowby studies, Namazian 

Contributed by the Internal Combustion Engine Division and presented at the 
Fall Technical Conference of the ASME Internal Combustion Engine Division, 
Springfield, OH, October 20-23, 1996. Manuscript received by the ASME Head
quarters December 2, 1997. Associate Technical Editor: D. Assanis. 

and Heywood (1982) developed a ring-dynamics and gas-flow 
model with consideration of the gas flow through ring grooves. 
The ring twist effect was neglected in their work. Keribar et al. 
(1991) developed an integrated ring pack model. Physically 
based models for the forces between the rings and their grooves 
were used. The flow through the ring grooves was, however, 
simplified as an orifice flow. Of all the published theoretical 
work, ring flutter and the effects of ring/groove configurations 
on ring flutter have not been well documented. 

The purpose of this work is to model the dynamics of the 
top two rings, gas flows, and the influence of the ring and piston 
design parameters such as ring static twist, piston tilt, inner and 
outer sealing types of keystone top rings and grooves, the cham
fer and cutout of the piston and rings, and ring materials. Pres
sures generated by the squeezing of oil and asperity contact 
between the rings and their grooves are incorporated into the 
dynamic equations governing the axial and angular motion of 
the rings. Gas flows through the clearances between the rings 
and their grooves are modeled as a low-Reynolds-number flow 
in an inclined channel, along with the orifice flow through ring 
gaps. To preserve gas mass conservation, the mass of the gas 
stored between the rings and the grooves are also considered 
by using a simple displacement model developed in this work. 
With these considerations and the coupling of ring dynamics 
and gas flows, the model is able to resolve detailed events such 
as ring flutter when the inertia force is comparable to the gas 
pressure. The model output includes the following 

• ring axial and angular positions 
• gas pressures in different regions 
• gas flow rates between adjacent regions and blowby 
• asperity contact forces and moments 
• centers and average pressures of the asperity contacts 
• oil film thickness changes on the upper and lower surfaces 

of ring grooves 
• hydrocarbon emissions from the piston crevice 

By further incorporating the oil transport model on the piston 
lands, the present model can be used to study oil transport in 
the piston ring-pack. 
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not to scale 

Fig. 1 Definition of different regions 

Model Formulation 
As shown in Fig. 1, regions 1-5 are used to denote different 

cavity regions. The gas pressures in these regions are assumed 
uniform. Gas pressure in region 1 is the given cylinder pressure. 
The gas pressures in regions 2 -5 are modeled along with the 
twist angles and the axial positions of the centers of the gravity 

of the top two rings. The upper and lower surfaces of rings and 
grooves are all assumed to be fiat with in the radial direction. 
The moment mentioned in this paper is the moment relative to 
the center of the gravity of a section of the ring. 

For ring dynamics, forces, and moments on the rings from 
the following sources are considered: 

oil squeezing pressure between a ring and its groove 
asperity contact pressure between a ring and its groove 
gas pressure 
inertia due to piston acceleration/deceleration 
friction force on the ring running surfaces 
moment generated from the radial pressure on the ring run
ning surfaces 

The last two sources are obtained by using a ring-pack lubri
cation model (Tian et al., 1996). 

Gas flows via the following paths are included in the model: 

• ring gaps 
• clearances between the rings and their grooves 
• displacement of the gas stored between the rings and their 

grooves 

Finally, ring motion and gas pressure are interrelated and 
they have to be solved simultaneously. 

Oil Film Squeezing Between a Ring and Its Groove. As 
shown in Fig. 2, it is currently assumed that there is a uniformly 
distributed oil layer on the upper and lower surfaces of the 
piston grooves. It is intended that later with incorporation of an 
oil transport model in different ring-pack regions, this assump
tion will be relaxed as we will keep track of the distribution 
and quantities of the oil in different regions. 

Reynolds equation is used to model the oil pressure between 
rings and their grooves: 

N o m e n c l a t u r e 

Agap = downstream gap area 
B - engine bore size 

CD = flow coefficient 
D01 = outer diameter of the ith ring, i 

= 1,2 
Dn = inner diameter of the ith ring, i 

= 1,2 
Et = elastic modulus of the ith ring, i 

= 1,2 
finer,; = inertia force of the ith ring due 

to piston acceleration/decelera
tion, i = 1, 2 

Frij = friction on the ith ring running 
surface between ring and liner 

lri = moment of inertia of the ith ring, 
j = 1,2 

Mrij - moment on ith ring from the ra
dial pressure on the ring running 
surface, i = 1, 2 

R = the gas constant 
T = temperature 

Ti = average temperature of region i, 
i = 1, 5 

TrJ = torsional resistance of the ith 
ring, i = 1, 2 

Vj = volume of region i, i = 1,5 
bt = width of the ith ring, i = 1,2 
h = clearance between a ring and its 

groove 

h0(t) = ring/groove clearance at 
ring CG 

hoi[ = oil film thickness on the 
grooves 

hrJ = lift of the ith ring's center 
of gravity, i = 1, 2 

"W.a+iy = mass flow rate into the 
ring/groove clearance 
between region i and (i + 
1) from region i, i = 1,4 

wfo,/,«+n,(i+i) = rnass flow rate into the 
ring/groove clearance 
between region i and (i + 
1) from region (i + 1), i 
= 1,4 

rfitj = mass flow rate from re
gion i to region j , i = 1, 
5, 

; = 2, 6 
mri = mass of the ith ring, i = 

1,2 
pD = gas pressure of down

stream 
Pa = gas pressure of upstream 
pc — asperity contact pressure 
Pi = gas pressure of region i, 

i = 1, 5 
Poii = pressure generated in the 

oil between a ring and its 
groove 

Pgas.i 

P oil.i 

P asp.i 

Pgasj 

Poil.i — 

/'asp.i 

a = 

ar,i = 

aoj = 

7 = 
Moii = 

gas pressure acting on the bottom 
(lower surface) of the ith ring, i 
= 1, 2 
oil pressure acting on the bottom 
of the ith ring, i = 1,2 
asperity contact pressure acting 
on the bottom of the ith ring, i = 
1, 2 
gas pressure acting on the top 
(upper surface) of the ith ring, i 
= 1, 2 
oil pressure acting on the top of 
the ith ring, i = 1,2 
asperity contact pressure acting 
on the top of the ith ring, i = 1, 
2 
ring and groove relative angle 
twist angle of the ith ring, i = 1, 
2 
static twist angle of the ith ring, 
i = 1,2 
ratio of specific heats 
oil dynamic viscosity 
gas dynamic viscosity 
gas density 
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combustion chamber side 

not to scale 

Fig. 2 Schematic of ring/oil contact 

1 d f 13 dpoi[ \ _ dh 
12/xoii dx \ dx 

with boundary condition 

Poi\(xa) = pa 

PottiXb) = pb, 

dt 
(1) 

(2) 

where xa and xb are the boundaries of the region where oil is 
filled between the ring and its groove, and the ring is ap
proaching to the groove such that 

max [h(xa, t), h(xh, t)] =s ha 

and 

dh 
(x, ( ) s 0 for xa =s x =s xh. 

(3a) 

(3b) 

For generality, notation pa and pb are used to represent the gas 
pressures of the regions defined in Fig. 1. 

For the flat surfaces of the rings and the grooves considered 
in this model, 

and 

Integrating (1) gives 

dp0\\ = _L f 
dx /i3 1 

12/4,: 

h(x, 0 = MO + ax 

dh 

dt 
= 

dhQ 1- x 
dt 

da 

dt 

dh0 

_ dt 
X ~Xa) 

1 da 
2 dt 

(x2- xl) 

(4a) 

(4A) 

+ c. (5) 

C| is determined by integrating (5) and combining (2), as fol
lows: 

n i i dh° _L ] r d a \ 

C\ = 
Jo 

(6) 

where 

"» dx 

h' 
J a = [ b 

J x„ 

r» ix-xg) 
" J,, ft3 

dx 

(x2 - xl) 
h3 dx. (7) 

Integrating by parts, one obtains the axial force and the moment 
generated by the pressure from the oil: 

u<i= \ Poiidx = pb(xh -xa) - \ (x-xa)—^dx (8fl) 

CX2 

MM = I Poii xdx 
J It 

(8i) 

_Mxl-xl) ir\x2_xl)dpM 

2 2 J , dx 

In any other part of the region between a ring and its groove 
where either the ring is not in contact with the oil or the ring 
is moving away from the groove, the gas pressure is assumed 
to be the same as the gas pressure of the region (one of regions 
1-5) that is connected to this part and the axial force and the 
moment can be easily estimated. 

Asperity Contact Between Ring and Groove. Pressure 
generated from asperity contact between the rings and their 
grooves is modeled by using Greenwood and Tripp's theory 
(1971). For computation convenience, the fitting formula of 
Hu et al. (1993) is used for rough surfaces with Gaussian distri
bution assumed: 

0 

Pc = I id 4 

hi a > 4 

hi a < 4, (9) 

where a is the combined surface roughness, h is the nominal 
clearance between a ring and its groove, Kc is a parameter 
dependent on asperity and material properties of the rings and 
the piston, and z is a correlation constant as described by Hu 
etal. (1993). 

Gas Flow Through the Clearance Between a Ring and its 
Groove. When the clearance between a ring and its groove 
is greater than the given oil film thickness, gas passes through 
the ring groove. Gas flow is approximated as locally parallel 
because of the small clearance (~ 100 pm), small Reynolds 
number (<1000), and small slope of the inclined channel be
tween the rings and their grooves (~1°). Using the standard 
procedure in deriving Reynolds equation, we obtain the volume 
flow rate per unit length along the circumferential direction 
from region a to region b (Fig. 3): 

combustion chamber side 

not to scale 
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Fig. 3 Gas and gas flow between a ring and its groove 
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Vgas = (Pa - Pb) I2flgl I dx 

(h - /Jon)3 

Approximating the gas density as 

(Pa + Pi>) 

(10) 

(11) 

we obtain the mass flow rate per unit length along the circumfer
ential direction: 

ipl-pl) 24nmRT I dx 

: (h - hoil)
3 

(12) 

where T is the piston temperature in the region considered, and 
gas viscosity is obtained by using ^gas = 3.3 X 10"7 X T0,7. 
The units of temperature and viscosity are Kelvin and Pa-s, 
respectively. 

Equation (12) is degenerated into Equation (9b) in the work 
of Namazian et al. (1982), if there is no angle between the ring 
and its groove. 

Gas Flow Through a Ring Gap. Results of isentropic ori
fice flow are used for estimating the gas flow through ring gaps 
between adjacent piston land regions: 

_ CDAmpv 
(13a) 

where 

/„ = 
7 + 1 

( ? + l ) / 2 ( y - l ) 

1/7 2y 
7 - 1 

if &* 
Pu 

( y - l ) / y 

7 + 1 

yl(y-l) 

if £ e > 
Pu 7 + 1 

and 

CD = 0.85 - 0.25 ( — 1 . 
\PuJ 

r«T-D 

(13*) 

(13c) 

Equation (13c) is obtained by fitting the experimentally mea
sured data (Shapiro, 1953). 

Downstream and upstream may have different gap areas be
cause different piston lands may have different radius and there 
may be chamfer and cutout on the piston. In this model, the 
gap area of the downstream side is used as Agap in Eq. (13a). 

Displacement of the Gas Between a Ring and Its Groove. 
A simple displacement model is developed to take into account 
the mass variation of the gas between a ring and its groove. As 
shown in Fig. 3, if ha and hb are both greater than 0, the mass 
of the gas stored between the ring and its groove is approxi
mated as 

(paha + pbhb)(xb - xa) 
2RT 

(14a) 

where ha and hb are the local clearances between the ring and 
the oil layer on the groove at the boundaries of the region 
concerned. 

If xb is the point where the ring starts to contact with the oil, 
a is negative and this region is only connected to region a. 
Thus mrg is represented as 

2aRT' 
(14*) 

Correspondingly, if xa is the point where the ring starts to 
contact with the oil, 

mr„ = 
pbhl 
2aRT' 

(14c) 

The mass flow rates into this region at xa and xb are modeled 

ha dmr. 
mDa - , , , 

ha + hb dt 
(15a) 

hb dm„ 
>nDb = ~ . 

ha + hb dt 
(15*) 

respectively. 

Keystone Top Ring/Groove Configurations. Keystone 
type of top ring/groove configurations are considered in the 
model by making coordinate transformation. The angles of up
per and lower surfaces of the top ring and its groove are all 
taken as independent variables so that various keystone ring/ 
groove configurations can be studied. For keystone rings, there 
exists relative sliding between the ring and its groove when the 
ring is moving axially relative to its groove. Friction is thus 
generated. The contribution of this friction to ring dynamics is 
much smaller than the corresponding normal forces and thus is 
neglected in the current model. 

Other Considerations. When the engine is in operation, 
the clearances between the piston lands and the liner may differ 
from those at cold condition due to thermal stress and the defor
mation from gas pressure. In addition, oil and oil deposit may 
be present in different regions. As a result, the volumes of 
different regions ( 1 - 5 ) , ring gap areas, and the clearance be
tween rings and their grooves may vary from the cold geometry. 
In addition, rings may not perfectly conform to the cylinder 
bore, and this may introduce another path for gas leakage. Pro
visions are made to include these in the model. 

Gas flow rates into and out of the piston crevice are calcu
lated. The hydrocarbon emissions from the piston crevice are 
then estimated according to the work of Cheng et al. (1993) 
and Hamrin et al. (1995). 

Governing Equations. Based on mass conservation and 
Newton's second law, equations are formulated forp2 , Pi, PA-, 
Pi, hr,u ar,i, hr,2, and a,,2: 

v2 
dp2 

•KBRT2 dt 

v3 dpi 

TTBRT, 
" » 1 3 l ' 

dt 

v4 dpA 

TXBRTA dt 

v5 dps 

— m 1 2 m 2 3 " Jc i2 .2 — W D 2 3 , 2 (16a) 

= m,3 + m23 - m35 - m34 - mD23,3 - "J034,3 (16*) 

= m34 - m45 - w034,4 - mD45,4 (16c) 

r,„-r. , = m35 + m45 - rh56 - mDi5i5 (16d) 
•KBRTS dt 

and 

71-fl 

d2h C f f 
77 — f = J pl

m,idx + J p'oiudx + J pLpjdx + FrU 

- J Pu
m,idx - J p"0lUdx - J p%,tdx + F-maJ (16c) 
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/,./ d2arJ _ C i , f ; f ( 
—r 2' — J xpgasjax + I xponjdx + I xpaspjdx 

+ I xpgMjdx + I xptiijdx + I xp%.idx 

+ Fr;,id( + M,.,,,- - r r | i(a r,i - a0,<) ( 1 6 / ) 

for / = 1,2, representing the top and second rings, respectively. 
The bounds of the integrals in Eqs. (16e) and ( 1 6 / ) are deter
mined by the instantaneous positions and the moving directions 
of the rings. The torsional stiffness of a complete ring is used 
for r„, (Ruddy et al., 1979a). 

TrJ = EM In 
Do,i 

A , 
3(DOJ +DU). (17) 

Computation Algorithm. New variables Ar>, and arJ are 
introduced such that all equations are first order in time: 

Kj = 
dhrJ 

dt 

dotri 

dt 
(18) 

The final set of 12 equations are highly stiff. Thus, first-order 
implicit scheme is adapted. Newton's iteration with a globally 
convergent algorithm (Press et al., 1992) is used. All the Jacobi-
ans are derived analytically to improve computation efficiency. 
The time step is 0.1 deg of crank angle. A relaxation scheme 
is used if the clearance between a ring and its groove at certain 
location becomes negative during the iteration. Typically, the 
running time is 1 - 2 minutes for one engine cycle on a Pentium 
90 PC. 

Sample Results for a Spark Ignition Engine 
The model is applied to a production 2.0 liter four-cylinder 

gasoline engine. Extensive measurements of land pressures and 
oil film thickness have been conducted (Noordzij, 1996). Here, 
static twists of the top two rings are varied to study their effects 
on ring dynamics, gas flow, and the contact of the rings and 
their grooves for two engine operating conditions: 

• case 1: 2000 rpm/WOT 
• case 2: 4000 rpm/0 load 

The value of 0.5 fim is used as the combined surface roughness 
of the rings and their grooves. 

Case 1 (2000 rpm/WOT). 

General Features of the Predictions of Positive Static-Twists 
on Top Two Rings. Figure 4 shows the predicted land pres
sures, relative lift of the centers of the gravity (CG), and the 
twist angles of the top two rings. Relatively large positive static-
twist is used for the top two rings to illustrate the characteristics 
of the ring dynamics under positive static-twist. On the upper 
edge of the piston third land, there exists a cutout that increases 
the effective second-ring gap area. As a result, the second land 
pressure is relatively low. Calibration has been made by intro
ducing thermal expansion on the piston land and ring gaps to 
match the measured land pressures and blowby. 

The relative lift is defined as the ring axial lift normalized 
by the ring groove clearance. As seen in Fig. 4(b), the top ring 
(first ring in the graphs) lift and twist have different behaviors 
at different parts of the cycle. To better understand the behavior 
of the top ring lift, the forces and the moments on the top ring 
are plotted in Fig. 5, and the lifts at the outside and inside edges 
of the top ring are plotted in Fig. 6. 

(a) Prediction of the land pressures 

-360 -270 90 180 270 360 

(b) Relative lift of the CG of the rings 

N % - ^ - • . - . . . . . , . , . - y ^ 

r 
1 st Ring 

• • 2nd Rlns 

\ / . A ' . 
-360 -270 -180 -90 90 180 270 360 

(c) Ring twist 

-30 
-270 -180 -90 0 90 

Crank angle (degrees) 

Fig. 4 Prediction of land pressures, ring lift, and twist angles; static 
twist: first ring 0.02 rad, second ring 0.02 rad 

At the first half of the intake stroke ( -360 deg to approxi
mately -270 deg) and late exhaust stroke (approximately 
300 deg to 360 deg), the top ring is lifted primarily due to 
the upward inertia force. Because of the positive twist, the 
top ring and the upper groove have smallest clearance at the 
outside edge (Fig. 6 (a ) ) . The moments acting on the ring 
are not sufficient to twist the ring significantly during this 
period. Therefore, the CG of the top ring hangs in the middle 
of the groove. 
As the inertia switches direction at the middle of the intake 
stroke, the top ring moves to the bottom of the groove (—270 
deg to -180 deg). Again, because of the positive twist, the 
inside edge of the top ring makes contact with the rough 
surface and the oil on the bottom of the groove. 
Then starting from around -180 deg, as the cylinder pres
sure increases, negative moment (anticlockwise in Fig. 2) 
is gradually generated from the forces on the bottom inside 
edge of the top ring (Fig. 5(b)). The top ring is thus bent 
anticlockwise and the twist angle is decreasing (Fig. 4(c)) . 
Therefore, the CG of the top ring gets closer to the bottom 
of the groove (Fig. 4(b)). Then as the cylinder pressure 
keeps rising, the inside edge of the top ring is moving away 
from the bottom of the groove (Fig. 6(a) . As a result, the 

Journal of Engineering for Gas Turbines and Power OCTOBER 1998, Vol. 120 / 847 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3000 

2000 

1000 

0 

-1000 

-2000 

(a) Axial forces on the upper and lower surfaces of the top ring (b) Moment on the upper and lower surfaces of the top ring 
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(c) Other axial force sources 

- inertia 
friction 
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0 
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(d) Other moment sources 

— friction 
- - radial pressure 
• —torsional res. 

-360 -270 -180 -90 0 90 180 270 360 
Crank Angle(degrees) 

Fig. 5 Predicted force and moment on the top ring 

gas with high pressure penetrates into the bottom of the ring 
and generates a negative moment (Fig. 5(b)). The ring 
twist angle continues to decrease until the cylinder pressure 
reaches its maximum. Then because of the rapid drop of the 
cylinder pressure and rise of the second land pressure, the 
total negative moment on the ring starts to decrease. As a 
result, the twist angle of the top ring increases due to the 
torsional resistance of the ring. The force and moment from 
the asperity contact reaches a maximum around 70 deg 

(a) Relative lift of edges of the bottom surface of the top ring 

3 
8 0.6 

. 
• • bottom inside edge 
— bottom outside edge 

*•' 

-360 -270 -180 -90 90 180 270 360 

(b) Relative lift of edges of the bottom surface of the 2nd ring 

s 
s o.e 

o> 0.4 
c 

CC 

1 . 
" . 
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. 
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. 

• • bottom Inside edga 
— bottom outside edge . 

: • 
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Crank Angle (degrees) 

Fig. 6 The lift of the edges of the top two rings 

ATDC due to the reduction of the ring and groove clearance 
at the inside edge (Figs. 5(a) and 5(b)). Starting from 
around 300 deg ATDC, the top ring is lifted by the inertia 
force. 

Figure 7 visually summarizes three typical positions of the 
top ring. 

The behavior of the second ring is relatively simple for this 
static-twist value because the gas pressure is much less in the 
surrounding regions of the second ring. 

The mass flow rates through different paths are plotted in 
Fig. 8. The mass flow rates through the top ring groove and 
into the piston crevice are basically related to the derivative of 
the cylinder pressure, and thus show some wiggles because the 
measured cylinder pressure is not perfectly smooth. The sharp 
peaks in Fig. 8(b) occurs when the second ring is in transition 
(Fig. 4(b)). 

Effects of the Top Ring Static Twist on the Top Ring/Groove 
Contact. The top ring static twist is then varied to examine 
the twist effects. Top ring static twist is found to have negligible 
effects on gas flows under this operating condition, primarily 
because the inertia force is too small compared to the force 
from the gas pressure to affect the sealing function of the ring. 
However, the characteristics of the asperity contact between the 
top ring and its groove are significantly affected by the static 
twist. Figure 9 shows the center of the asperity contact and the 
average contact pressure on the bottom surface of the top ring 

high gas pressure 

top of the ring makes 
contact with the groove 

bottom of the ring makes 
contact with the groove 

the ring is twisted due to 
high gas pressure 

Fig. 7 Illustration of three typical positions of the top ring with a positive 
static twist 
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(a) Mass flow through ths top ring groove (b) Mass flow through the 2nd ring groove 
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(o) Mass flow through Ring Gaps (d) Mass Flow into the Piston Crevice 
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Fig. 8 Gas mass flow rate through different paths 

for different static twists. The asperity contact center is defined 
as the ratio of the integrated moment from the asperity contact 
and the integrated axial force from the asperity contact. On the 
vertical axis of Fig. 9 (a ) , zero corresponds to the location of 
the CG, and positive direction points to the outside edge and 
negative the inside edge. The contact center location is normal
ized by the ring radial depth. During certain periods, the center 
location has constant value 0, which means no asperity contact. 
The maximum static twist used is 0.03 rad. Under this static 
twist, the top ring can block the whole groove. Therefore, there 

( a ) C e n t e r o f c o n t a c t o n t h e b o t t o m s u r f a c e o f t h e t o p r i ng 

1 BO 2 7 0 

(b) A v e r a g e a s p e r i t v con tac t p r e s s u r e o n the b o t t o m s u r f a c e of the top r ing 

0.03 

• 0.02 
- 0.005 

O 
- -O.OOB 

• ' m ^ * \ ' •tr\ 

Fig. 9 Asperity contact center and average asperity contact pressure 
on the bottom surface of the top ring for different top ring twist. Numbers 
in the legend represent the values of the top ring static twists in radian. 

is always asperity contact on the lower surface of the top ring. 
One can see that when the static twist is positive, the peak 
contact pressure increases with the increase of the static twist 
angle and the center of the contact location moves further to 
the outside edge with the decrease of the static twist during 
compression/expansion strokes. On the other hand, for zero or 
negative static twist, the center of the contact is always around 
the outside edge during the high cylinder-pressure period. Nega
tive static twist results in more concentrated contact at the bot
tom outside edge of the top ring/groove, giving a peak average 
contact pressure greater than small positive static twist. The 
variation of the asperity contact behavior under different static 
ring twist may have indications on the ring/groove wear. Large 
ring static twist may cause more wear on the inside of the 
bottom surfaces and outside of the upper surfaces of the ring 
and its groove. As a result of the wear, the angle difference of 
the ring and its groove may be reduced. Ultimately, due to 
the nonuniformity of the static twist along the circumferential 
direction, some parts of the ring may behave like a negatively 
twisted ring, even for a ring initially having a positive static 
twist. 

Effects of the Second Ring Static Twist on Second Ring Stabil
ity and Blowby. Under this running condition, different static 
twists can dramatically change the stability of the second ring 
and the gas flows in the region related to the second ring. 

If the second ring has a negative static twist, it flutters during 
the late compression and early expansion strokes as shown in 
Fig. 10. This flutter phenomenon for the ring with a negative 
static twist can be explained as follows: 

• When the second ring is lifted, the ring makes contact with 
the upper groove surface at the inside edge. Therefore, most 
of the ring upper surface is exposed to the second land. The 
second land pressure is able to overcome the upward inertia 
force and pushes the ring downwards. 

• As the ring moves downwards, the gas, driven by the pres
sure difference, penetrates into the region behind the second 
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(a) Prediction of the land pressures during second ring flutter 
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Fig. 10 Predicted second ring flutter for a negative static twist on the 
second ring ( - 0 . 0 1 rad) 

ring and part of the gas goes further into the third land. As 
a result, the second land pressure is reduced and the pres
sures of the region behind the second ring and third land 
are increased. Because of the negative twist angle, most part 
of the bottom of the second ring is exposed to the raised 
gas pressure in the region behind the second ring. Thus, 
the net downward force from the gas pressure is reduced 
significantly and the inertia force regains the dominance. 
The ring is again lifted. 

• The above sequence repeats until the upward inertia force 
reverses direction. 

During second ring flutter, there is gas passing through the 
clearance between the second ring and its groove, which can 
be seen from the sharp peaks in Fig. 11. This second ring flutter 
may be beneficial for oil consumption, because the oil inside 
the second ring groove may be blown down to the third land 
during ring flutter. Furthermore, the blowby is not increased by 

Mass flow through the 2nd ring groove 

the flutter under this operating condition, because for most of 
the period when there is high cylinder pressure, the gas flow 
through the top ring gap is choked flow. For choked flow, the 
flow rate through the top ring gap doesn't depend on the second 
land pressure. In addition, there is almost no reverse flow 
through the top ring gap, and, therefore, all the gas flowing into 
the second land goes to the crankcase blowby. 

Studies also show that the second ring flutters even when the 
second ring has no static twist. This is because the increased 
second land pressure is able to create a negative twist on the 
second ring. On the other hand, if the static twist is great enough 
to block the whole groove, the flutter is no longer present be
cause the second land pressure is not sufficiently high to bend 
the ring and to give a clearance allowing significant gas to pass 
through the ring groove. 

The second ring flutter phenomenon was also observed from 
the experiment (Furuhama et al., 1979) for various operating 
conditions. Ring flutter can only occur when there is a right 
match between the inertia force and the gas pressure for the 
rings with nonpositive static twist or for the ring/groove con
figuration with a greater groove tilt angle than the static twist 
angle. The top ring never flutters under this operating condition, 
even if a negative twist is used because the force from the 
cylinder pressure is overwhelmingly higher than the inertia 
force. Nonetheless, positive static twist always stabilizes the 
ring when the upper land gas pressure is high, and the opposite 
applies to negative static twist, as shown in Fig. 12. 

Case 2 (4000 rpm and 0 load)—Effects of Static Twists 
and Relative Ring/Groove Angles of the Top Two Rings on 
Ring Stability and Blowby. Engine tests show that under 
high-speed/low-load operating conditions, the blowby of spark 
ignition engines has a sudden rise at some point (Rabute, 1995) 
and achieves a value much greater than the full load conditions. 
The only possible explanation may be the presence of top ring 
flutter under these high-speed/low-load conditions. The model 
is applied to 4000 rpm/0 load condition with the cylinder pres
sure obtained from the measurement. Small top ring static twists 
are used in this case to demonstrate the sensitivity of the top 
ring stability. 

A negative static twist is used for the top ring and the results 
are plotted in Fig. 13. The top ring flutters when the cylinder 
pressure is rising during the late compression and early expan
sion strokes. The blowby is much higher than the previous case 
with full load. The pressure behind the top ring is also shown 
in Fig. 13(a). The mass flow rates through the top and bottom 
clearances of the top ring groove between 90 deg BTDC and 
90 deg ATDC are plotted in Fig. 14 to illustrate the failure of 
the top ring sealing during flutter. The mechanism for this top 
ring flutter is the same as the second ring flutter explained in 
the previous case. Compared to the previous case, the inertia 
force is four times higher and the cylinder pressure is much 

postitive twist stabilizes the ring 

high gas pressure 

^ 

-60 - 3 0 0 30 

Crank angle(degrees) 

high gas pressure 

negative twist destabilizes the ring 

high gas pressure 

^ 
high gas pressure i g 

high gas pressure 

Fig. 11 Mass flow rates through the second ring groove during second 
ring flutter 

Fig. 12 Illustration of the influence of positive and negative twists on 
ring stability 
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) Prediction of the land pressures (a) Prediction of the land pressures 
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flutter; top ring static twist: - 0 . 0 0 3 rad, second ring 
rad. 
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Fig. 15 Both top two rings flutter; static twist - 0 . 0 0 3 rad is used for 
both top two rings. Blowby = 7.17 l /min/cyl . 

because of the negative twist. As a result, the net downward 
force by gas pressure is reduced and the upward inertia lifts the 
ring. Meanwhile, high pressure gas is driven to the second land 
through the clearance between the top ring and its bottom 
groove, and further raises the second land pressure. This se
quence goes on for several rounds until the cylinder pressure 
starts to drop. 

Figure 15 shows the results of negative static twist on both 
the top and second rings. The second ring also flutters and the 
blowby is greater than if negative twist is only on the top ring. 
The top ring, however, can be stabilized with a small positive 
twist as shown in Fig. 16. 

lower—resulting in top ring flutter. As can be clearly seen, 
during top ring flutter, gas passes through the clearance of the 
ring groove and the pressure behind the top ring is first brought 
up to the same value as the cylinder pressure when the ring is 
being pushed down. Then the bottom surface of the top ring is 
exposed to this raised pressure in the region behind the top ring 

Mass flow through the top ring groove 
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(a) Prediction of the land pressures 
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Fig. 14 Mass flow rates through the top ring groove during top ring 
flutter 

-360 -270 -180 - 9 0 O 90 180 270 360 

Crank Angle (degrees) 

Fig. 16 No fiutter for positive static twist; top ring static twist: 0.003 
rad, second ring static twist: 0.003 rad. 
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As discussed in case 1, due to the nonuniformity of the ring 
static twist and the wear between the rings and the grooves 
under high-load conditions, the relative angle between the ring 
and its groove may make the ring behave as a negatively twisted 
ring at some part of the ring, and, thus, results in top ring flutter 
under high speed/low load operating conditions. In addition, 
the deformation from thermal and pressure stress can change 
the groove shape significantly (Ruddy et al., 1979b). The stabil
ity of the ring is essentially determined by the relative angle 
between the ring and its groove. To see this, a study is made 
by using a top ring with a positive static twist and the top ring 
groove tilted, simulating a worn groove shape. As seen in Fig. 
17, the groove tilt angle is greater than the ring twist angle and 
this results in the same flutter behavior of the top ring as the 
one with a negatively twisted top ring. 

Top ring flutter under high-speed/low-load operating condi
tions was also observed from experimental measurements (Fur-
uhama et al , 1979). The land pressure measurement of the 
engine studied in the present work also implied top ring flutter 
under high-speed/low-load operating conditions. Several pres
sure transducers are installed on the cylinder bore at different 
liner locations (Noordzij, 1996). Snap shots of the land pres
sures are captured when the specific land passes by the location 
of the pressure transducers. Figure 18 shows the results of the 
measurement and the model prediction. A sudden rise of the 
second land pressure can be clearly seen from the measurement 
and the model prediction is able to match the measured land 
pressures from different probes. 

Sample Results for a Diesel Engine—Effects of Differ
ent Keystone Top Ring/Groove Configurations 

Keystone top ring/groove configurations are widely used in 
heavy duty diesel engines. Different angles between keystone 

(a) Prediction of the land pressures 
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Fig. 17 Top ring flutter with groove tilt angle 0.012 rad and ring static 
twist 0.01 rad 

rings and grooves may result in different wear patterns on the 
ring running surface and have significant impact on oil con
sumption (Mihara et al., 1995). Here, a simple study is made 
by using three different types of keystone ring/groove configu
rations, namely, inner sealing (16 deg groove angle/15 deg ring 
angle), flushed (both angles are 15 deg), and outer sealing (15 
deg groove angle/16 deg ring angle). Symmetric ring and 
groove are assumed. The model is applied to a 2.2 liter single-
cylinder diesel engine, and the running condition is 1200 rpm/ 
full load. The predicted land pressures have negligible differ
ence among these three configurations and thus only the results 
of inner sealing are shown in Fig. 19(«). However, the top ring 
twist behavior has significant differences among these configu
rations, as shown in Fig. 19(b). The inner sealing results in 
much greater twist than the other two configurations during the 
compression and expansion strokes. This twist behavior of the 
inner sealing configuration is because the ring and groove al
ways make contact at the inside edge of the ring. When the 
cylinder pressure is higher, force generated at the bottom inside 
edge of the ring creates a negative moment, and the ring is thus 
twisted in the negative direction. When the second land pressure 
surpasses the cylinder pressure around 60 deg ATDC, the top 
ring is lifted and the force generated at the top outside edge of 
the ring creates a positive moment and the ring is thus twisted 
in the positive direction. For the other two configurations, the 
top ring has very small twist even when the gas pressures are 
high, because the contact between the ring and its groove is 
always at the outside edges when pressure differences among 
different regions are high. As a result, much less net force on 
the ring from the gas pressure is generated, as explained pre
viously for the SI engine. 

The twist behavior of the inner sealing configuration may 
result in more even wear on the ring running surface than the 
other two configurations and less oil transport to the top of the 
liner as indicated in (Mihara et al , 1995). 

Conclusions 

A ring dynamics and gas flow model is developed, that in
cludes the consideration of ring twist, keystone ring/groove 
configurations, and other typical ring/piston design parameters. 
The force between the rings and their grooves are simulated by 
assuming certain roughness and oil distribution on the rings and 
grooves. An implicit scheme is successfully implemented for 
the set of highly stiff system equations. The effects of the static 
twist are studied by applying the model to an SI engine and a 
simple study is conducted for different types of keystone ring/ 
groove configurations. 

Generally speaking, positive static twist stabilizes a ring when 
the land immediately above the ring has a higher gas pressure. 
However, severe asperity contact and wear may thus be gener
ated. In reality, thermal stress and gas pressure inevitably de
forms the ring groove, and the static twist is not uniform along 
the circumferential direction. As a result of all these effects, for 
some part of the ring, its groove may have greater angle than 
the static twist of the ring, and the stabilizing effects of the 
positive static twist may thus be erased. 

Negative twist can generate ring flutter if the gas pressure 
and the inertia force are comparable in magnitude. A second 
ring with a negative static twist may always flutter during the 
late compression and early expansion strokes for typical SI 
engines. This second ring flutter does not increase blowby no
ticeably for the operating condition studied mainly because the 
flow though the top ring gap is choked flow when the cylinder 
pressure is high. The model predicts that the top ring with 
a negative static twist flutters under high-speed and low-load 
operating conditions and the blowby thus increases dramati
cally. Equivalently, it is also found that the top ring also flutters 
under high-speed/low-load operating conditions if the top ring 
groove has a greater angle than the top ring twist angle. In 
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(a) Comparison between predicted and measured land pressures 
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Fig. 18 Comparison with experiment measurement (4000 rpm). For (a) solid lines are measured cylinder pressure and pressures of 4 probes, 
dotted line is the predicted second land pressure and dot dashed line is the predicted third land pressure. 

reality, the groove and ring surfaces may not be perfectly flat. 
However, the underlying physics of the effects of the ring twist, 
or more generally, the relative angle between the ring and its 
groove, is well demonstrated in the current model. Further stud
ies combining the wear pattern of the rings and grooves can 
generate more insight into the characteristics of the contact and 

(a) Prediction of the Land Pressures 
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Fig. 19 Predicted land pressures and top ring twist for different key
stone ring/groove configurations 

relative motion of the ring and its groove, and their influence 
on blowby and oil consumption. 

The inner-sealing keystone ring/groove configuration can re
sult in significant positive and negative ring twists depending 
the magnitudes of the cylinder and second land pressures. Be
cause of this dynamic twist, different portions of the ring slide 
along the liner. As a result, the ring running surface may be 
more evenly worn than either the flushed or outer-sealing ring/ 
groove configuration. Further investigations will be made for 
nonsymmetric ring/groove configurations in conjunction with 
engine tests. 
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Influence of the Exhaust System 
on Performance of a 4-Cylinder 
Supercharged Engine 
Twin entry radial turbines are mostly used to drive compressors of small and medium 
size 6-cylinder diesel engines where the available energy of the undisturbed exhaust 
pulses can be efficiently used to drive the turbine of a turbocharger. Three selected 
cylinders feed two separated manifold branches and two turbine inlets and prevent 
negative interaction of pressure waves and its influence on the scavenging process 
of the individual cylinders. In the case of a four-stroke, 4-cylinder engine, two selected 
cylinders, directed by the firing order, can be connected to one (of the two) separated 
manifold branches that feeds one turbine entry. Good utilization of the pressure pulse 
energy, together with typically longer periods of reduced exhaust flow can lead to 
good overall efficiency of the ' 'two-pulse'' system. Sometimes this system can be 
superior to the single manifold system with four cylinders connected to one single-
entry turbine. The paper describes advantages and disadvantages of the above de
scribed exhaust systems applied to a turbocharged and aftercooled 4-cylinder Diesel 
engine. Comparisons supported by the analyses of the numerical and experimental 
results are also given in the presented paper. 

Introduction 

Two different systems are generally applied when turbo-
charging a 4-cylinder engine where the exhaust driven turbine 
and compressor is concerned. Exhaust gases can feed the turbine 
at nearly constant pressure; they are mixed in one common 
manifold before entering the turbine inlet scroll. Relatively con
stant mass-flow ensures good efficiency of the turbine. Mixing 
of the exhaust flow is unfortunately accompanied by substantial 
friction losses that in turn decrease the available kinetic energy 
of the exhaust pulses. As the result of the flow friction heat is 
generated, the exhaust temperature increases and less kinetic 
energy is available to raise the pressure. 

Better utilization (conservation) of the kinetic energy of an 
exhaust pulse can be assured by a short and narrow exhaust 
pipe system where two pairs of engine cylinders, called a "two-
pulse system," having particular exhaust periods shifted by 360 
deg CA, are connected to two particular manifold branches and 
feed two separated turbine inlets. Negative interaction of the 
exhaust pulses of the neighbor cylinders is therefore minimized, 
and a better gas exchange process can be expected. Besides, a 
higher level of the pulse energy increases the overall efficiency 
of the turbocharger (TC). On the other hand, longer periods of 
lower exhaust mass flow in the separate turbine inlets (periods 
between the two consecutive pulses) reduce the above men
tioned gain. 

Watson et al. (1984) and Zinner (1980) described mecha
nisms that govern constant and mostly three-pulse systems (ap
plied to 6-cylinder engines). A two-pulse system can be attrac
tive for turbocharging of a 4-cylinder automotive or industrial 
diesel engine. The design of its exhaust manifold is more sophis
ticated, and has been less used in the past. Hribernik (1997) 
explained numerically and supported by experimental work the 
differences and features of constant and two-pulse assisted tur
bocharging with a 4-cylinder diesel engine. The results encour
aged the authors of this paper to extend their research work and 
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compare both exhaust systems throughout the engine operating 
range. 

Boundary Conditions and the Results 

Boundary Conditions and Experimental Set-up. A 4-cyl
inder, four-stroke, air-cooled, turbocharged and aftercooled 7.11 
litre diesel engine was experimentally investigated. The engine 
was developed from an in-line, 6-cylinder turbocharged (TC) 
engine, optimized (combustion process, valve timing, etc.) for 
the industrial application; the best performance was expected 
at the engine peak torque running conditions. Original valve 
timing of the baseline 6-cylinder engine was applied also for 
the 4-cylinder engine. The 6-cylinder engine was equipped with 
a twin-entry turbine, and a three-pulse exhaust system (3 + 3 
cylinders are feeding two separate exhaust manifold branches) 
was consequently applied for the turbocharger as the option 
generally used, according to Watson et al. (1984) and Zinner 
(1980). However, in the case of the 4-cylinder engine, the 
application of a single and twin-entry turbine was examined for 
better comparisons. 

A one-dimensional computer program developed by Hriber
nik (1995) was used to determine and to explain flow and 
thermodynamic phenomena, especially during the gas exchange 
period of the engine. Two-pulse (applying a twin-entry turbine) 
as well as ' 'constant pressure'' (applying a single entry turbine) 
exhaust systems were compared, and are schematically pre
sented in Fig. l(A,B). The dividing wall between two separate 
manifold branches was removed for the "constant pressure" 
system, and four exhaust pulses could therefore be mixed before 
entering the turbine. The same compressor and turbine wheel 
and different size turbine housings were used for both systems 
to enhance better comparisons of the results. The turbine inlet 
scroll flow area is much larger for the two-pulse system applica
tion, since the turbine is partially admitted. The exhaust duration 
is 250 deg CA and is shifted by 360 deg CA for each cylinder 
connected to the same particular cylinder group (manifold 
branch): 1 + 4 and 2 + 3, respectively (Fig. 1 (A)). No admis
sion to the particular turbine entry takes place for approximately 
110 deg CA, and the turbine swallowing capacity is not ex
ploited in whole. Mass-flow of the exhaust gases is, on the other 
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A) B) 

Fig. 1 Outline of two-pulse [A) and constant pressure (B) exhaust sys
tem 

hand, equally distributed to the (single) turbine entry in the case 
of the ' 'constant pressure'' system with the common exhaust 
manifold, and the turbine swallowing capacity is fully exploited. 
Smaller capacity turbine housing is therefore required for the 
"constant pressure" system. 

It must be pointed out that both charging systems were not 
individually optimized for the best engine performance due to 
the lack of suitable turbo equipment; the next step in the re
search work should be based on the comparisons between the 
two observed exhaust systems optimized individually for the 
best engine performance. 

Numerical simulations and preliminary experiments have 
shown, that almost 68 percent larger turbine scroll capacity is 
required for the two-pulse system to transform the same amount 
of energy into the useful work of the compressor at the same 
engine rated output (Hribernik, 1997). Two available twin-
entry turbine housings: one 30 cm2 for the two-pulse and another 
22 cm2 for the ' 'constant pressure'' system were used for experi
mental comparisons to achieve the same boost-pressure rise in 
the compressor wheel at the same engine running conditions. 

Figure 2 shows schematically a twin-inlet radial turbine of a 
TC. Unfortunately, boost-pressure rise is not affected only by 
the size of the turbine inlet system, but it is also influenced by 
the efficiency of the TC. Slightly higher compressor pressure 
ratios and, therefore, larger air mass-flows were obtained with 
the two-pulse system, and are a consequence of the higher over
all efficiency of the TC with the larger turbine housing. Pres
sure-time histories in the cylinder, in the exhaust port, and at the 
turbine inlet section were measured and statistically analyzed by 
a fast computerized PI Meter. The PI meter is a digital measur
ing system, introduced by the COM A.G. (1987) for the real
time computation of the indicated mean pressure in the cylinder 
of an ICE, as well as for measurement and evaluation of a large 
sample of pressure diagrams at different locations of an engine. 
Over 500 measurements were taken into the account for better 
statistical representation of the particular measured results. Sev-

Fig. 2 Outline of a twin-entry radial turbine 
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Fig. 3 Photograph of the engine with two-pulse exhaust manifold 

eral static (wall) pressure probes and K-type thermocouples 
were used to determine inlet and outlet conditions in the cylin
der, TC, and in the aftercooler. Mean indicated pressure of 
the total engine cycle and of the gas exchange period were 
simultaneously measured and analyzed. Very accurate laminar 
flow-meters were used to determine air mass-flow through the 
engine. The layout of the two-pulse exhaust manifold together 
with the TC and the engine can be seen on the photograph in 
Fig. 3. 

Results of Numerical and Experimental Work and Discus
sion. As mentioned above, two different size turbine housings 
were applied to two different exhaust systems. The main aim 
was to obtain similar boost-pressures for both systems at the 
same engine running conditions. Figure 4 shows AIF ratio for 
the described systems: good agreement was obtained at lower 

— — — "Constant pressure" system (4 cyl./man.) 
— — — Two-pulse system (2 oyl./branoh) 

(nx 100/min) 

Fig. 4 Comparison of the AIF ratios for both exhaust systems 
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Fig. 5 Relative pumping losses for both exhaust systems 

engine loads; however, at higher engine loads the AIF ratio of 
the two-pulse system exceeded the value of the common mani
fold ("constant pressure") system by more than 10 percent. 

The scavenging process of an engine is mostly affected by 
the interaction of the exhaust pulses from the exhaust system 
of the neighboring cylinders. The ratio of the mean indicated 
pressure (work), used to perform mass exchange within the 
cylinder (/>,,«•)> versus mean indicated pressure of the total 
engine cycle (pixor) can be used to determine quantitatively 
the energy consumption for the gas exchange process in an 
engine. Work used by the mass exchange is generally negative; 
however, positive values can be expected by very efficient tur-
bocharged engines. Comparison of the above mentioned ratio 
(Pi,ip I Pi,TOT) used for the evaluation of the gas exchange loop 
for both exhaust systems is given in Fig. 5. Positive values 
correspond to the indicated shaded area, and were obtained at 
lower engine speeds and higher loads for both exhaust systems. 
A more favorable gas exchange situation regarding pumping 
losses is generally obtained by the "constant pressure" system. 
The main reason for this is generally a better utilization of 
the turbine swallowing capacity, and, consequently, lower in-
cyUnder pressures (see curves — , Fig. 6(a, b) during the 
exhaust interval with the "constant pressure" system. There
fore, the indicated negative pumping work is lower. On the 
other hand, the boost pressure is higher (see curves • - p d - • 
in Fig. 6(a, b) and the in-cylinder pressure during the exhaust 
interval is higher as well, when the two-pulse system is used. 
Higher amplitudes of the pressure pulses lead to better efficiency 
of the TC, especially at higher loads and lower engine speeds. 
As the result, relatively higher boost pressures (and in-cylinder 
pressures during the intake stroke) are obtained that reduce 
the pumping losses of the two-pulse system. These losses are 
therefore relatively low and comparable to those of the ' 'con
stant pressure" system. Relative amplitudes of the pressure 
pulses are reduced at lower engine loads; TC efficiency is re
duced as well, and the relative pumping work (losses) of the 
two-pulse system increases. At lower engine speeds, the total 
gain in better pumping capability of the engine with the "con-
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Fig. 6 Pressure history during the valve overlap period for (a) two-pulse 
and (b) "constant pressure" system (measurement) 

stant pressure" system is partially offset due to the reflected 
pressure waves during the valve overlap period. 

We can learn more about the quality of the scavenging pro
cess from the in-cylinder measured pressure diagrams during 
the valve overlap period (from I.V.O. to E.V.C, Fig. 6). Results 
of measurements for both systems at peak torque conditions 
(upper left part of Fig. 5 are shown in Fig. 6(a) for the two-
pulse system and (b) for the "constant pressure"—single man
ifold system. One big pressure pulse (from cylinder 1) is typical 
for the system (a) as well as the second and much lower pulse 
(displaced by 180 deg CA) that is generated by the exhaust of 
the cylinder 3 and is reflected from the turbine scroll; transmis
sion of the pressure waves between two separated exhaust mani
fold branches is performed through the narrow gap of the divid
ing tongue in the twin-entry turbine housing (see also Fig. 2). 
The intensity of the reflected (transmitted) pressure pulse and 
its amplitude is therefore substantially reduced. Reverse flow 
of the exhaust gases back into the cylinder during the valve 
overlap period is governed by the pressure difference in the 
exhaust manifold and in the cylinder (Fig. 6(a) ) , curves 

, and - - - ) , and is very low. There is no back-flow of the 
residual gases into the intake manifold. The scavenging process 
of the system (b) is affected by a much stronger reflected pres
sure wave. In this case all cylinders feed one single exhaust 
manifold, and the interferences between the neighbour cylinders 
are more intensive, as can be noticed from Fig. 6(b). Scaveng
ing of the residual gases from the cylinder 1 is omitted during 
one third of the disposed time. Moreover, there is a reverse-
flow of the exhaust gases into the intake manifold during the 
first part of the intake stroke. This negative interaction of the 
neighbor cylinders influences the engine operation especially at 
lower engine speeds, reported Hribernik (1997). The perfor
mance of the "constant pressure" scavenging system could be 
improved by (1) the change of the valve timing—reduction of 
the valve overlap period by shifting of the closure time of the 
exhaust valve and/or (2) by the change of the exhaust manifold 
geometry; longer manifold branches would delay the arrival of 
the pressure waves into the exhaust port during the valve overlap 
period, and (3) by the introduction of a pulse converter in the 
exhaust manifold. 

The scavenging process can be observed quantitatively by 
comparing the air-delivery ratio "3/ of the engine with both ex
haust systems. \P is defined by the ratio 

* = 
^air,th 

(1) 

n,l ' p2hy\ ' 
120 

and, therefore, 

Journal of Engineering for Gas Turbines and Power OCTOBER 1998, Vol. 120 / 857 

Downloaded 02 Jun 2010 to 171.66.16.111. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



14 ; 

13 

12 

11 

10 

9 

•f j_^»«*'K*~vV 

S3 
£ 8 
8. 

7 

# 
/ 

/ 

7 I 

11 12 13 14 15 16 1" IS ]•) 2o 2 

(nxlOO/min) 

Fig. 7 Relative change of the air-delivery ratio for both exhaust systems 
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where -m!lir is the total mass-flow of the air supplied from the 
compressor to the engine including the portion that escapes into 
the exhaust during the valve overlap, -mair>rfl is the theoretical 
mass-flow that would fill up the swept volume of the engine 
with the boost-air density at the aftercooler outlet conditions, 
«eng is the engine speed (1/min), - VswA is the swept volume of 
particular engine cylinders, — icyl number of the engine cylin
ders, - p2 is the boost air density at the aftercooler outlet condi
tions). The differences in the air-flow of the two systems 
(caused by a more efficient TC of the two-pulse system) are 
compensated in the Eq. (2) by the inversely proportioned densi
ties of the boost air. The ratio ^puise/^const.pi. therefore repre
sents a quantitative measure of the gas exchange process, and 
may also be used for comparison and evaluation of the engine 
overall AIF ratio for both TC systems operating under similar 
conditions. It is not affected by the effectiveness of the turbo-
charging system as can be noticed from the Eq. (2). Particular 
Vl/ values and their ratios were calculated from the measured 
engine data. Comparisons of different ty ratios indicate a certain 
excess of the air by the two-pulse system, Fig. 7. Excess air is 
pronounced at higher loads and lower engine speeds. Unfortu
nately, it is impossible to determine quantitatively the relative 
portions of the trapped combustion air and the escaped scaveng
ing air, neither from the air-delivery ratio $ (Eq. 1), nor from 
the <£ ratios (Eq. 2). More about the details of the scavenging 
process, especially during the valve overlap period, can be ob
tained by the analyses of the computed data. Measured and 
calculated pressure history data during the gas exchange process 
for both exhaust systems are presented in Fig. 8(o) for the two-
pulse system in the exhaust port, E(b) for the single manifold 
"constant pressure" system in the exhaust port, 8(c) for the 
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Fig. 8 Pressure diagrams for the following: (a) two-pulse system, ex
haust port; (b) constant pressure system, exhaust port; (c) two-pulse 
system, cylinder; and (d) constant pressure system, cylinder 

two-pulse system in the cylinder, and 8(d) for the "constant 
pressure" system in the cylinder. Calculated flow velocity dis
tribution in the intake and exhaust port during the valve overlap 
period for (a) two-pulse system, (b) "constant pressure" sys
tem and for the same engine operating conditions (as for Figs. 
6, 7, and 8) are presented in Fig. 9. The two-pulse system is 
characterized by its good scavenging capability; only a short 
period of the reverse-gas flow (negative velocity towards the 
cylinder during the last sequence of the exhaust period) can 
be noticed, Fig. 9(a) (curve - - - ) . The results of numerical 
investigations showed that 1 percent of the total air-flow through 
the engine escaped through the exhaust valve during the valve 
overlap period. On the other hand, there is no fresh charge from 
the intake manifold to the cylinder during the first half of the 
valve overlap period (Fig. 9(b)) (curve ) and a strong 
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Fig. 9 Calculated pressure distribution in the exhaust and intake port 
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Fig. 10 Comparison of equivalent F/A ratio during valve overlap period 
(computed) 

reverse flow of the exhaust gases from the exhaust manifold 
can be observed during the valve overlap period, Fig. 9(b) 
(curve ---) for the "constant pressure" system. The difference 
in the effectiveness of these two scavenging processes can be 
characterized by the comparison of the equivalent fuel to air 
ratio during the valve overlap period and is presented in Fig. 
10. Equivalent F/A ratio starts to decrease immediately after 
the intake valve opens and reaches the value 0.3 at the closure 
time of the exhaust valve in the case of the two-pulse system. 
Due to the reverse flow from the cylinder into the intake port 
no change of the F/A ratio occurs during almost § of the valve 
overlap period when the "constant pressure" system is used. 
The equivalent F/A ratio is as high as 0.45 when the exhaust 
valve closes. The mass of the residual gases in the cylinder is 
50 percent higher in the case of the ' 'constant pressure'' system 
in comparison with the two-pulse system. The already lower 
excess of fresh air is consequently reduced again, and this is 
reflected also through higher temperatures of the exhaust gases. 

As mentioned at the beginning of this paragraph, the overall 
efficiency of the TC is higher in the case of the two-pulse system. 
Absolute values are 7 points higher in comparison with those of 
the "constant pressure" exhaust system. Figure 11 represents 
the comparison of the measured overall TC efficiencies for both 
observed exhaust systems. Relative advantage of the pulse system 
decreases with the increased boost pressure ratios (higher engine 
speed and load). Since the advantage (TC efficiency) of the two-

pulse system is considerable (the ratio 77Tc,2-pUiSe/7?Tc,const.pr. > 1-2) 
some further explanations are necessary. The value 1.2 of the 
efficiency ratio from the Fig. 11 corresponds (assuming a realistic 
value of the T?TC = 0.58) to the reduction of the overall TC 
efficiency by 9 to 10 percent when the ' 'constant pressure" system 
is observed. This reduction of the total TC efficiency is the conse
quence of the following: 

1 Reduction of the turbine efficiency due to the application of 
a smaller capacity turbine housing for the ' 'constant pressure'' 
exhaust system. If a 30 cm2 turbine housing is replaced by the 
22 cm2 housing (by the same exhaust configuration and the 
same engine running conditions) the turbine relative efficiency 

/ 
II 12 13 14 15 16 17 

n (100/min) 

19 20 21 

Fig. 11 Ratio of the overall; TC efficiencies for both exhaust systems 
(measurement) 

is reduced approximately by 5 to 10 percentage points for the 
same turbine rotor profile (P l l turbine performance data, 
1985). 
2 Due to lower boost compression ratios obtained by the 
"constant pressure" system, the engine full load swallowing 
characteristic was shifted out of the compressor best efficiency 
zone; 2 percent lower isentropic efficiencies were obtained in 
the case of the "constant pressure" system during the experi
ments. 
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Ratio of the effective engine efficiencies for both exhaust sys-
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3 The kinetic pulse energy of the exhaust gases is better pre
served and more successfully converted into pressure in the 
case of the 3 and two-pulse exhaust systems, and an additional 
improvement of the turbine efficiency can be expected (Zinner, 
1980; Watson et al. 1984). 

Watson also reports, that the gain of the overall TC efficiency 
of 3-4 percent results in the reduction of the effective engine 
fuel consumption by 1 percent. Figure 12 represents comparison 
of the effective engine efficiency for both exhaust systems: up 
to a 4 percent improvement in the fuel consumption was 
achieved by applying the two-pulse system. 

Conclusions 
Two different exhaust systems were tested numerically and 

experimentally on a 4-cylinder turbocharged and aftercooled 
diesel engine. A two-pulse system consists of a split two branch 
exhaust manifold where two pairs of selected cylinders feed a 
relative large twin entry turbine. A "constant pressure" system 
is, on the other hand, represented by a common exhaust mani
fold, where all cylinders are connected into a single manifold 
and feed a single entry turbine scroll. 

The two-pulse system is characterized, owing to its better 
utilization of the exhaust kinetic energy, by its remarkable over
all efficiency of the turbocharger. Partial admission (periods of 
windage) does not affect too much the efficiency of the turbine. 
As the result of higher turbine efficiency (at almost the same 
compressor efficiency), the following advantages were noticed 
(especially at the engine peak torque operating conditions) (1) 
higher boost pressures and air-flows are obtained; (2) higher 
air to the exhaust gas pressure differences, determined through 
the turbo power balance (Zinner, 1980) ensure acceptable (low) 
pumping losses of the engine also for the two-pulse system; 
(3) lower exhaust temperatures (through higher AIF ratios); 
and (4) better engine fuel consumption can be noticed (espe
cially at the engine peak torque operating conditions). 

The smaller turbine housing of the constant pressure system 
is basically connected with lower turbine efficiency that in turn 
reduces the overall efficiency of the turbocharger. An improve
ment of the engine scavenging capability (higher volumetric 
efficiency and lower fraction of the trapped residual gases) and 
overall engine efficiency could be expected also at lower engine 
speeds, if the valve timing were changed and if longer cylinder-
to-cylinder manifold pipes were applied. Disturbances of the 
reflected pressure waves and their negative effect on the cylinder 
scavenging could thus be reduced. It was stated at the beginning 
of the paper that neither the turbocharger components nor the 
exhaust systems used and presented in this study were optimized 
for the best engine performance. Therefore, there might be some 
limitations in the performed comparisons and conclusions. Fur
ther research work will be concentrated on the comparison of 

the performance data of the optimized engine with both exhaust 
systems. Nevertheless, we can already conclude that the two-
pulse system, with its larger and more efficient turbine, leads 
to a better scavenging capability of a 4-cylinder engine (espe
cially at lower engine speeds and larger loads). The advantage 
of the two-pulse system, i.e., a better utilization of the exhaust 
energy diminishes as the engine speed and the boost pressure 
increase since it is offset by a larger pumping work required 
for the gas exchange. Advantage of different types of the pulse 
systems (better utilization of the pulse energy in the turbine) 
also decreases as the boost pressure ratios increase since the 
relative size of the pressure amplitude (its dynamic component) 
decreases. 

The results have shown some of the following additional 
advantages and disadvantages of both exhaust systems and 
the way they influence characteristics of a 4-cylinder diesel 
engine: 

Two pulse system Constant pressure system 

Very good overall TC efficiency 
Moderate engine pumping losses 
Lower negative interaction 

between neighboring cylinders 
Very good scavenging during 

the valve overlap period at 
lower engine speeds and 
higher loads 

Higher combustion AIF ratio, 
lower exhaust temperatures, 
higher air delivery ratio and 
engine efficiency especially at 
lower speeds and higher 
engine loads 

More sophisticated design of the 
exhaust manifold 

Larger, more efficient turbine— 
better base for the variable 
geometry (VG) turbocharger 

Good overall TC efficiency 
Lower engine pumping losses 
Moderate negative interaction 

between neighboring 
cylinders 

Good scavenging during the 
valve overlap period— 
better at higher engine 
speeds and lower loads 

Lower combustion AIF ratio, 
higher exhaust 
temperatures, more residual 
gases, lower engine 
efficiency (especially at 
lower speeds and higher 
engine loads) 

Simple design of the exhaust 
manifold 

Smaller TC—better engine 
acceleration capability 
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Use of an Expert System to 
Study the Effect of Steam 
Parameters on the Size and 
Configuration of Circulating 
Fluidized Bed Boilers 
CFBCAD©, an Expert system developed jointly by the authors, is used to investigate 
into the effect of steam parameters on the size and configuration of circulating 
fluidized bed (CFB) boilers. Resulting data would assist designers and users to 
appreciate the influence of steam cycle parameters on the overall design of CFB 
boilers. The paper studies the effect of different steam cycles ranging from small 
capacity, low pressure boilers without reheat, to large capacity, high pressure reheat 
boilers. The drum pressure exerts an important influence on the area as well as the 
configuration of heating surfaces. The temperature difference between the flue gas 
and the feed water inlet temperature has an optimum value for minimum heat transfer 
surface requirement. 

Introduction 
Several hundred circulating fluidized bed (CFB) boilers are 

in use world wide. The fuel flexibility and environment-friendly 
features make such boilers very attractive to users, especially 
those faced with rigid environmental regulations and/or a low-
grade fuel. The technology is relatively new, and the number 
of years of operating experience logged is limited. Yet, most 
companies consider this technology at least once during the 
process of selection of the appropriate combustion technology 
for their specific plants. 

In conventional pulverized fuel fired boilers, the arrangement 
of different heating elements (economizers, evaporators, etc.) 
of a boiler depends on steam as well as on heat transfer condi
tions. This dependence is well documented (Stultz and Kitto, 
1992). However, none of the above information is available for 
fluidized bed boilers. 

Conventional procedure-based design methods cannot handle 
design issues involved in the emerging technology of CFB boil
ers. A great deal of manual intervention is required to address 
the design issues. An expert system, based on both rules and 
procedures, can perform this task efficiently. So, a detailed re
search into design methodologies of different components and 
critical studies into the performance of commercially operating 
CFB boilers was carried out, and an Expert system, CFBCAD®, 
was developed through a cooperative effort of the Electricite d 
de France, Greenfield Research Inc., and the Technical Univer
sity of Nova Scotia. A full discussion of the expert system, 
CFBCAD®, is beyond the scope of the present paper. While 
the full details may be available from Greenfield Research Inc. 
(CFBCAD—An Expert System, 1996), a limited discussion 
of the design constraints will be included here. 

Design of CFB Boilers 
The disposition of heating surfaces of a boiler is carefully 

thought out to make the most economic use of heating surfaces. 

Contributed by the Power Division and presented at the 13th International 
Conference on Fluidized Bed Combustion, May 7-10, 1995, Orlando, FL. Manu
script received by the ASME Headquarters October 30, 1997. Associate Technical 
Editor: D. Lou. 

1 Name changed to Dalhousie University. 

For example, a counter flow heat exchanger maximizes the 
temperature difference between steam (or water) and flue gas; 
thereby minimizing the heat transfer surface requirement. How
ever, in some cases the strength constraints of tube metals may 
override the boiler configuration arrived at from surface minimi
zation. When water or slightly superheated steam flows through 
the tube, its metal temperature is closer to that of the fluid, but 
when the tube carries a highly superheated steam, its metal 
temperature would be closer to that of the flue gas. The metal 
temperature, much in excess of an already sufficiently hot 
steam, requires the use of expensive alloys. To offset the cost 
of special alloys, which are several times more expensive than 
conventional metals, designers locate the final stage of super
heaters in a relatively cooler zone at the top of the back-pass, 
while accepting a lower temperature difference, and, conse
quently, a larger surface area. Thus, arrangements of heating 
elements are governed by local temperature and heat transfer 
conditions as well as economic considerations. The present 
work attempts to find optimum surface dispositions for different 
steam parameters in CFB boilers. It will analyze influence of 
steam parameters on the surface configuration and try to identify 
any trend if it exists. 

The thermal design of a CFB boiler is very complex, due to 
several areas of uncertainty and steps involving decisions. This 
makes the use of conventional algorithm types of computer code 
difficult. Also, owing to the innovative nature of the human, a 
designer finds it very difficult to apply his decision making skill 
and experience consistently in identical ways to a large number 
of designs. For the present research, it is very important to apply 
design judgments uniformly because our attempt is to study the 
effect of individual parameters while keeping everything else 
constant. Situations like this can be best handled by an artificial 
intelligence based tool like an expert system. This powerful tool 
allows the application of decision making logic and experience 
of old plants and handling of conflicting design considerations 
in an uniform and consistent manner. 

In view of the above requirement, a commercial expert sys
tem like CFBCAD® for thermal design of CFB boilers was 
used. For a given feed stock specification steam parameter and 
environmental stipulation, CFBCAD© develops the optimum 
size and configuration of a CFB boiler following a default or 
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designers prescribed choice and methodology. Although the ex
pert system carries out the entire design, the designer can control 
any step while the design is in progress. The main architecture 
of the program is shown in Fig. 1. 

The main elements of the design method are described next. 

Input Parameters. In a typical design process, input pa
rameters would include the following: fuel and sorbent compo
sition, steam cycle, emission, and ambient parameters. 

Designer Choice. Each company and its design office has 
its own design preference or schemes. In the case of CFB boil
ers, they may include wing walls, omega tubes, external heat 
exchangers (EHE), full division walls, etc. 

Stoichiometric Calculations. It uses design and sulfur cap
ture equations from Basu and Fraser (1991). 

Steam Enthalpy Calculations. Enthalpies of water and 
steam are calculated at different points of the water/steam cir
cuit using a computerized steam table. 

Efficiency. Flow rate of coal, limestone and flue gas. A 
detail heat balance calculation gives the boiler efficiency and 
the flow rates of coal, limestone, and flue gas. 

Design Constraints. The next step of the design of the 
boiler considers, as far as possible, a list of constraints given 
by the user. As these constraints are often contradictory, the 
expert system tries to take into account (totally or partly) most 
of them and strike a compromise for contradictory constraints 
according to a preference table defined in the program (giving 
the percentage of importance for each constraint). The main 
constraints dealing with heat duty distribution and furnace, 
backpass, and cyclone design are described in Lafanechere et 
al. (1995a). 

Heat Duty Distribution. An initial allocation of heat duty 
in the backpass is carried out, abiding by the list of constraints 
given by the user. The process begins with the air heater, contin
uing with the economizer, and finishing with the division of the 
heat duty available in the backpass between the reheater and 
the superheater. The heat duty in the furnace or the external heat 
exchangers is computed next. These duties will be modified, if 
necessary, following design calculations for the cyclones and 
the furnace. A detail analysis of the heat transfer and the hydro-
dynamic calculations in the CFB furnace is carried out on the 
basis of a practice-based model of Lafanechere and Jestin 
(1995b). 

Design of Cyclones. The cyclones are designed with re
spect to the constraints described in Lafanechere et al. (1995a), 
and by following the approach outlined by Lewnard et al. 
(1993). Also, a pressure balance calculation is carried out from 
the cyclone inlet to the loop seal and to the furnace bottom to 
assure a good circulation of solids around the CFB loop. 

Design of the Furnace. The furnace is designed according 
to the constraints described in Lafanechere et al. (1995a), as 
well as an experience table of operating CFB boilers (Greenfield 
(CFBCAD—An Expert System, 1996). 

Design of the Backpass. The design of the backpass is 
carried out to determine the size and the physical arrangement 
of the different heat exchanger elements. 

Matching of the Different Components. In this final step, 
the program checks if the different components (furnace, cy
clone, backpass) are matching together in respect of operating 
conditions and geometry, and modifies them if necessary (Isaka 
etal., 1989). 

Validation of the Model 
The complex rule and procedure-based design system devel

oped is similar to a mathematical model whose accuracy is not 
accepted till its predictions are found in reasonable agreement 
with field results. Similarly, the present system predicts a series 
of performance data and geometrical dimensions. So for valida
tion, these were compared against those of large commercially 
operating CFB boiler plants. Two plants representing the state 
of the art of two types of designs (with and without external 
heat exchanger) were chosen for validation. The first one is the 
Point Aconi unit (Canada), a 165 MWe reheat boiler with wing 
walls and omega tubes and without EHE (Fraser et al., 1991). 
The second one is the E. Huchet unit (France), a 125 MWe 
reheat boiler with EHE (Lucas et al, 1993). The designs pro
duced by CFBCAD® have been compared with the actual plant 
designs and the operating results with measurements from these 
boilers. Table 1 shows the comparison for these two utility 
boilers. Values represent percentage variation between the op
erating unit and the results of the expert system. 

For both E. Huchet and Point Aconi units, values given by 
the expert system are close to those for the actual plant. Some 
differences appear. Reasons for these differences are explained 
next. 

Furnace. The shape of the furnace, which depends to some 
extent on the preferences of the designer varied (width-depth 
ratio). However, the furnace cross section is very similar due 
to the choice of similar fluidization velocity. 

Back-pass. In order to optimize the boiler configuration, 
CFBCAD© shapes the backpass—conforming to the number 
of cyclones and the shape of the bed cross section. This leads 
to a different width-depth ratio of the backpass. For example, 
the expert system shapes the furnace to fit the cyclones between 
the furnace and the backpass. That is not the case the for E. 
Huchet boiler as built. Here, the cyclones are on each side of 
the furnace. The CFBCAD© uses a lower flue gas velocity in 
the back-pass than the Point Aconi and a higher one than the 
E. Huchet unit. This factor accounts for 3.2 percent larger cross 

Fuel and soibcnt 
composition 

Steam cycle 
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Designer choice: 
Wingwalls, EHE 
Reheater, Superheater 

Stoichiometric 
calculation 

Steam enthalpy 
calculation 

Efficiency 
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limestone, flue gas 

Steam table 

Design of the 
backpass 

Matching of the 
different components 

Final design 
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Fig. 1 Main architecture of the expert system 
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Table 1 Comparison between results of CFCAD and the values from 
actual commercial boiler 

Difference = (CFBCAD - Actual) / Actual 

(%) 

Point 

Aconi 

165MWe 

E. 

Huchet 

125MWe Parameters 

Point 

Aconi 

165MWe 

E. 

Huchet 

125MWe 

Boiler 

efficiency (LHV basis) -0.07 -0.11 

Boiler 

fuel feed rate 0.42 0.06 

Boiler limestone feed rate 0.41 0.13 Boiler 

flue gas flow rate -0.20 1.59 

Boiler 

sulfur capture efficiency 8.89 -

Heat 

duty 

superheater back pass 0.00 0.56 

Heat 

duty 

reheater back pass 0.65 -3.96 

Heat 

duty 

economizer back pass -3.66 -0.02 Heat 

duty super heater furnace or EHE 0.11 1.69 

Heat 

duty 

reheater furnace or EHE - 1.05 

Heat 

duty 

evaporative water wall and 
wingwall or backpass 
evaporator 

0.36 -0.66 

Steam 
tempera tur 

final super heater inlet temp. 3.80 0.04 

EHE temp. outlet temp, of particles - 1.10 

width 7.61 52.02 

Furnace 

depth -6.67 -34.54 

Furnace cross section -0.01 -0.50 Furnace 

height 0.03 7.67 

Furnace 

height of water wall 0.00 9.37 

Back 

pass 

width 46.76 35.74 

Back 

pass 

depth -14.86 -19.70 Back 

pass cross section 3.24 -12.16 

Cyclone number 0.00 0.00 Cyclone 

diameter -2.78 -5.31 

Heat 

transfer 

surface 

area 

superheater backpass -2.94 1.42 

Heat 

transfer 

surface 

area 

reheater backpass -45.41 -2.38 

Heat 

transfer 

surface 

area 

economizer backpass -0.95 -0.97 

Heat 

transfer 

surface 

area 

superheater furnace or EHE 0.82 -4.44 Heat 

transfer 

surface 

area 

reheater furnace or EHE - -9.72 

Heat 

transfer 

surface 

area 

evaporative water wall and 

wingwall or backpass 

evaporator 

1.69 -18.62 

Heat 

transfer 

surface 

area 

evaporative water wall and 

wingwall or backpass 

evaporator 

section of the back-pass for the Point Aconi unit and 12 percent 
smaller for the E. Huchet unit. The back-pass walls and roof 
are used in the E. Huchet boiler as an evaporative heat transfer 
surface, whereas the Expert system keeps the excess surfaces 
as a margin for the superheat circuit. This leads to a 18 percent 
smaller evaporative heat transfer area. 

Heat Transfer Surface. The reheater heat transfer area is 
much different for Point Aconi unit ( -45 percent) due to a 
different technological choice for the reheat temperature con
trol. The Point Aconi unit uses a bypass in the reheater (Goun-
der et al., 1993), and CFBCAD® uses attemperation water 
spray. The bypass system modifies the steam velocity in order 
to control the heat transfer coefficient, and leads to a lower 
temperature difference in the last two stages of the reheater. 
This requires a higher heat transfer area, which is not taken in 
account in CFBCAD®. 

Influence of Steam Cycle Parameters on the Boiler 
Design 

A major objective of a boiler designer is to arrange heat 
transfer surfaces to optimize the thermal efficiency and the eco
nomic investment. Heat transfer surfaces including waterwalls, 
superheaters, and reheaters absorb heat from the furnace gas 
heating water to the saturation point, evaporating it, and super
heating and reheating the resulting steam. The air heater and 
economizer recover heat from the furnace exit gases to preheat 
combustion air and to increase the temperature of incoming 
feed water, respectively. The boiler designer must proportion 
heat absorbing and heat-recovery surfaces to make best use of 
the heat released by the fuel. This arrangement is fuel dependent 
(Lafanechere et al., 1995a) and also closely linked to the steam 
cycle parameters. 

All designs were prepared for one specific coal. It is a Sub 
bituminous a coal with the following composition: ash = 7 
percent; moisture = 14 percent; carbon = 64 percent; hydrogen 
= 4 percent; oxygen = 9.6 percent; nitrogen = 1 percent; and 
sulfur = 0.4 percent. The different steam cycle parameters used 
are given in Table 2. 

Division of Heat Duties Between Back-Pass and CFB 
Loop. The distribution of heat duty between economizer, 
evaporator, superheater, and reheater depends on the drum pres
sure and steam temperature. The combustion technology em
ployed does not affect it. However, the distribution of heat 
duties within individual heat exchangers (superheaters, reheat
ers, or evaporators) may be combustion-technology specific. 
These are split between two separate zones of heat absorption: 
the circulation loop (furnace and EHE (if any)) and the convec-
tive pass. However, Lafanechere et al. (1995a) showed that the 
distribution of total heat duty between the circulating loop and 
the back-pass is independent of the steam parameters. It only 
depends on the coal quality. 

To split the heat duty of individual heat transfer elements, 
the following practical considerations have to be taken into 
account: 

1 The metal tube temperature of the superheater should not 
be so high as to require too expensive material. For that 
purpose, the last stage of superheater is often located at the 
top of the back-pass, where the heat flux is lower than in 
the furnace or the EHE. 

2 Split the superheater and reheater in order to maximize the 
log mean temperature difference so that a smaller heat trans
fer area is needed. 

3 In the case of EHE, allocate as much reheater duty as possi
ble in one of them (usually the last stage of the reheater, to 
optimize the temperature difference). This will allow a bet
ter control of the reheat outlet temperature. The other EHE 
will be used for superheater, and will allow a better furnace 
temperature control. 

Effect of Steam Temperature. The design exercise was 
carried out for two steam temperatures 510°C and 540°C, while 
keeping all others parameters constant (set 2 and 3 from Table 

Table 2 Different steam cycles used for the study 

Cans 
Drum 
pressure 

Outlet 
superheater 
temperature 

Reheater 
pressure 

Reheater 
inlet 
temperature 

Reheater 
outlet 
temperature 

Feed water 
temperature 

Set MPa °C MPa °C °C °C 
1 8.5 510 without without without 

240 

2 12.5 510 

4.0 355 540 240 

3 12.5 

540 4.0 355 540 240 
4 14.5 

540 4.0 355 540 240 S 16.5 540 4.0 355 540 240 
6 18.5 

540 4.0 355 540 240 

7 20.5 

540 4.0 355 540 240 

8 22.0 

540 4.0 355 540 240 
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2). A higher steam temperature calls for higher superheater 
heat duty. This reduces the flue gas temperature exiting the 
back-pass superheater. Furthermore, the overall heat flux is 
lower for higher steam and, consequently, for the wall tempera
ture, so, a higher steam temperature would require a higher 
surface area per unit thermal output. 

Effect of Drum Pressure on Heat Duty Distribution. Fig
ure 2 shows, for the set 3 to 8 from Table 2, how, following 
the above considerations, one would split heat duties of super
heaters and reheaters between the back-pass and the furnace for 
boilers without external heat exchangers. Similarly, Fig. 3 
shows the same for boilers with external heat exchangers. 

When the drum pressure increases, the latent heat for evapo
ration decreases, and the economizer heat duty increases. Above 
17 MPa for drum pressure (cases 6, 7, and 8) the heat duty 
available in the back-pass is lower than the reheater heat duty. 
So, it becomes necessary to use a reheater in the furnace. For 
a given furnace temperature, a higher drum pressure lowers the 
amount of heat available in the back-pass for the reheater and 
superheaters, because of the increasing heat duty of the econo
mizer and the constant stack temperature. The choice of the 
part of the reheater and the superheater to be put in the back-
pass and in the furnace, for boilers without external heat ex
changers, is made mainly on cost considerations. This choice 
optimizes the intermediate steam temperatures to allow the use 
of a less expensive metal tube for the first stage of reheater. 

In case of boilers with external heat exchangers, the heat 
duty distribution depends primarily upon the operating and cost 
considerations. As shown in Fig. 3, the external heat exchangers 
try to maintain a sufficient amount of reheater surface in them 
to allow an easy control of the final reheat temperature, and 
to keep enough superheater surfaces to allow a good furnace 
temperature control. For a low pressure boiler, the increased 
evaporative heat duty will need to increase the height of the 
waterwall, and, therefore, the height of the furnace. Alterna
tively (as it is the case in Fig. 3, for 12.5 MPa), it is possible 
to use an evaporator in external heat exchangers to maintain 
the height of the furnace within a reasonable value. 

In the case studied here (Table 2) , we consider a drum pres
sure up to 20 MPa. However, such a high pressure is relevant 
only for supercritical steam cycle (above 22 MPa). 

Effect on Heat Transfer Surface. Heat transfer surfaces 
have an important bearing on the overall cost of the boiler. 
Using the Expert system method described earlier, the total heat 
transfer surface has been calculated for all eight sets of steam 
parameters of Table 2. The heating surfaces required (per ther
mal megawatt produced by the boiler) are shown in Fig. 4. 

The total heat transfer surface reported in Fig. 4 includes the 
economizer, the evaporator, the superheater, and the reheater, 
but it does not include the air heater. 

We first compare the design of a low pressure (8.5 MPa) 
boiler without a reheater with that of a high pressure (12.5 
MPa) boiler with reheater at the same steam temperature and 
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Drum pretsure (MPa) 
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• EHE Evaporator 
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HI Superheater in 
backpass 

• Reheater in EHE 

D Reheater in backpass 

Fig. 3 Variations in heat duty distribution with drum pressure for boilers 
with external heat exchangers 

flow rate (set 1 and 2 from Table 2). Higher pressure implies 
more heat duty in preheating than in evaporation. So the evapo
rator heat duty in the 12.5 MPa boiler is smaller than that in 
the 8.5 MPa boiler, while the heat duty of the economizer is 
much higher in the 12.5 MPa boiler than in the 8.5 MPa unit. 
The overall heat transfer coefficient is not very sensitive to the 
boiler pressure, but for a given stack temperature, the flue gas 
needs to enter the economizer at a higher temperature. This 
drives up the temperature differential in the economizer, and, 
therefore, a smaller surface area per unit thermal output is re
quired. We notice this trend in both designs with and without 
EHE. 

For the set 3 to 8 from table 2, the heat duty of the economizer 
increases with the drum pressure as shown in Figs. 2 and 3. 
This allows it to recover the constant heat duty available in the 
back-pass with a higher temperature difference, and, therefore, 
decreases the heat transfer surface requirement in both designs 
with and without EHE. 

In spite of a higher heat transfer coefficient in the EHE than 
in the furnace, there is almost no difference in the total heat 
transfer surface per megawatt produced between the design with 
or without EHE. The lower heat transfer coefficient in the fur
nace is compensated by a higher gas side temperature. 

Effect on the Furnace Height. The waterwalls heat duty 
calculation must be carried out to determine the necessary 
height of waterwalls. If the calculated height is too high, the 
use of evaporative wing walls or EHE will be needed. 
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H Reheater in furnace 

• Superheater in furnace 
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Fig. 2 Variations in heat duty distribution with drum pressure for boilers 
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Fig. 4 Variations in the total heat transfer surface area (without air 
heaters) per thermal megawatt produced for different steam cycles (cf. 
Table 2), for a boiler with and without external heat exchangers 
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CFB combustors are not so influenced by the slagging and 
fouling as other kind of boilers (especially pulverized-coal-fired 
boilers). Also, the residence time of the coal particles is longer 
in a CFB boiler due to the recirculation process. So, it is possible 
to decrease substantially the height of a CFB furnace depending 
on the heat duty and the heat transfer surface required to perform 
the evaporation. The use of wing walls also modifies the wa-
terwall surface requirement and allows one to decrease the fur
nace height. Figure 5 presents calculated height of the furnace 
(waterwall height plus refractory height) for the steam cycles 
given in Table 2. These calculations have been undertaken for 
145 kg/s steam flow rate boilers. The design without external 
heat exchangers leads to a shorter furnace due to the use of 
wing wall evaporators. The height of the boiler has been limited 
to 42 m for overall cost considerations. For a very high drum 
pressure (over 20 MPa) the minimum cyclone height, calculated 
to have a sufficient collection efficiency and to allow an ade
quate circulation of particles through the loop seal, dictates the 
height of the furnace. However, the decrease in the furnace 
height implies a lower gas residence in the furnace, and, there
fore, a lower sulfur capture efficiency. In the same way, the 
unburned carbon will increase. A compromise has to be found, 
depending on the emission level requirement and the limestone 
to sulfur molar ratio to be used. 

Effect of Temperature Off-Set in Economizer Water Out
let. Usually the final steam temperature and pressure are dic
tated by the steam turbine to be used. The feed water tempera
ture depends on the feed water heater arrangement and effi
ciency. To prevent the possibility of boiling in the economizer, 
the water temperature at the outlet of the economizer is set a 
certain amount below the saturation temperature of the water. 
This temperature off-set affects the economizer design. In gen
eral, this off-set of temperature is rather small but higher than 
10°C (Gottung and Darling, 1989) to prevent steam generation 
in the economizer. However, some boilers use evaporative econ
omizer, and others use an off-set of temperature in the econo
mizer up to 70°C. This parameter, that modifies the economizer 
heat duty, leads to a different back-pass heat duty distribution. 

Figure 6 presents the variation of the total heat transfer sur
face (including air heater) per thermal megawatt produced as 
a function of the off-set of temperature in economizer for the 
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Fig. 6 Variations of the total heat transfer surface (including air heater) 
per megawatt produced with the off-set of temperature from saturation 
at economizer outlet 

steam cycle 4 from Table 2. An increasing off-set of temperature 
in the economizer decreases the heat duty of the economizer, 
leaving more heat to be recovered by other heat exchangers in 
the back-pass (superheater and reheater) and increasing the heat 
duty of the waterwalls (and wing walls or evaporative EHE). 
The heat duty, available in the back-pass, that is not performed 
by the economizer will be performed by the superheater and 
the reheater, but with a lower temperature difference. This will 
increase the heat transfer surface to be installed in the back-
pass. For the steam parameter set 4 of Table 2, these variations 
of the total heat transfer surface are not significant while the 
off-set of temperature in economizer stays beneath 30°C. 

Effect of Temperature Off-Set in Economizer Water Inlet. 
Another parameter to be chosen in the CFB boiler design is the 
temperature difference between the flue gas and the feed water 
at the economizer inlet. We consider a counter-flow economizer 
here. This parameter determines the division of heat duty be
tween the economizer and the air heater. For a given stack 
temperature and off-set of temperature at economizer outlet, it 
will also define the temperature difference in both economizer 
and air heater. The variations in the total heat transfer surface 
(including air heater) per megawatt produced are presented in 
Fig. 7 as a function of the temperature difference at economizer 
inlet. The figure presents an optimum value. Increasing this 
parameter increases the temperature difference in the econo
mizer and decreases the economizer heat transfer surface, but 
this also increases the heat duty of the air heater where the 
heat transfer coefficient is much lower than the economizer. A 
decrease in this parameter decreases the temperature difference 
in the economizer and consequently increases the heat transfer 
surface of the economizer. This also decreases the heat duty of 
the air heater and its heat transfer surface. The optimum value 
shown in Fig. 7 (around 35°C) is also influenced by the heat 
transfer coefficients and the steam parameters used in the calcu
lation. 
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Conclusion 

A rule and procedure based expert system (CFBCAD0) is 
developed through a synthesis of operating experiences of CFB 
boilers and knowledge of processes occurring in individual 
components of CFB boilers. Performances and geometric pa
rameters predicted by the expert system were verified with those 
of two commercially operating CFB boilers manufactured by 
two major companies. The design and performance predicted 
by CFBCAD is in good agreement with those of the two plants. 
A preliminary study into the effect of steam parameters, carried 
out using the CFBCAD® as a predictive tool, led to the follow
ing major observations: 

1 The steam cycle parameters and especially the drum pres
sure lead to different distribution of the heat duty in both 
the circulating loop and the back-pass. These configurations 
will give significant difference in the total heat transfer sur
face installed for the same heat recovered by the boiler. 

2 The drum pressure also affects the heat exchanger distribu
tion within the furnace. For a high drum pressure, the evapo
rative heat duty will be low (the heat duty of superheater 
and reheater in furnace or EHE will increase in the same 
proportions), and the height of the furnace will be low. 

3 The difference of temperatures between the flue gas and 
the feed water in the economizer as well as the off-set of 
temperature at the economizer outlet modify the heat trans
fer requirement of economizer and air heater. Considering 
the different costs involved in the building of the econo
mizer and the air heater, an optimum of these parameters 
can be found. 
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Optical Measurement of Wet 
Steam in Turbines 
The wetness fraction of steam causes dangerous erosion of turbine blades and other 
components, and decreases efficiency of stages. The instrumentation of wet steam 
has, therefore, attracted growing interest from the point of safety and economical 
operation of power stations. Based on the light scattering technique, a method is 
presented that is capable of measuring the wetness fraction of steam, the mean water 
droplet diameter as well as their full size distribution. An optical probe has been 
constructed that can be used in the turbines in operation. Its main characteristic and 
features are discussed in this paper. Experimental results in a 200 MW condensing 
steam turbine are also given. 

Introduction 

The presence of moisture in the form of fine water droplets 
in the steam of steam turbines causes dangerous blade erosion 
damage and decreases its thermal efficiency. In conventional 
fossil fuel power stations, wet steam occurs at some point in 
the low pressure turbine. Its negative effects are thus restricted 
only to blades in the final stages. Nevertheless, these problems 
are particularly serious for turbines in nuclear power stations 
supplied with dry saturated steam from the light water-cooled 
reators since almost the whole turbine stages are working in 
the wet steam region. The drive for higher efficiency forces the 
manufacturers to build turbines of superior performance, and 
detailed information on individual stage efficiencies is required. 
Particular areas of interest are in the wet steam stages. Owing 
to the complex phenomenon of steam condensation and aerody
namic process of vapor-liquid, two-phase flow in these stages, 
difficulties in computational methods for modeling and pre
dicting the aerothermodynamic performance are especially 
prevalent. Very little has been published in the open literature 
about these problems. On the other hand, whereas the HP and 
IP cylinder efficiencies may be derived to satisfactory accuracy 
from the standard heat rate tests, the LP cylinder efficiency 
cannot be accessed accurately from the heat rate data. This 
problem stems from the fact that it is impossible to determine 
the wetness fraction and/or enthalpy of the exhaust saturated 
steam from pressure and temperature measurements. Therefore, 
the growing need to develop techniques and methods for direct 
measurement of the wetness friction of steam in turbines has 
thus become urgent. 

Various methods for measuring the wetness fraction and then 
the enthalpy of the partially condensed steam at the turbine 
exhaust have been under development over many years. Since 
the 1960s, several calorimetry probes have been developed 
(Roegener, 1960; Kasprzyk, 1964). Calorimetry probes are 
based on the thermodynamic principle. Only a small amount of 
the wet steam is extracted from the main flow and analyzed. In 
order to collect a representative sample for accurate analysis, the 
sampling procedure should be iso-kinematical. Iso-kinematical 
sampling in the running turbines is extremely difficult due to 
the unsteady and three-dimensional character of flow in these 

Contributed by the Power Division. Manuscript received by the ASME Head
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stages, and the local thermodynamic and aerodynamic parame
ters of the flow are also disturbed. The probe must be well heat 
insulated in order to achieve accurate results. This complicates 
the construction of the probe. Calorimetry probes measure only 
the wetness fraction of the steam. No information about the 
water droplet size is obtained, which is very desirable to know 
in order to reveal the mechanism of additional wetness losses 
in these stages, because wet steam of the same wetness fraction 
but with different water droplet diameter causes different nega
tive effects. By the thermodynamic methods, every measure
ment takes several hours since full thermal equilibrium of the 
whole probe body should be established from one operating 
condition to another. In most cases, calorimetry probes have a 
relatively large dimension. They are thus used mostly to make 
the measurements beyond the last stage, but not between the 
blade rows of stages. Owing to the reasons mentioned above, 
calorimetry probes are now seldom used in the instrumentation 
of wet steam in turbines. 

Recently, optical methods, based on the light scattering tech
nique, have shown to give accurate and repeatable data (Moore 
and Sieverding, 1987). The most important advantages may be 
cited as follows: 

1 Not only the wetness fraction of the steam, but also the 
size of water droplets contained can be obtained from the 
measurements. 

2 Optical probes are of nonintrusive type due to the transpar
ency of the light. Measurements are performed directly in 
the turbines. No sampling is needed. The local aerothermo
dynamic parameters are not disturbed. 

3 The measurement is fast, usually within 1-2 minutes. 
4 Optical probes can be constructed in a long tubular form 

with a minor outer diameter. They can thus be used to make 
the measurements not only beyond the last stage, but also 
between the blade rows of the turbine stages. 

Owing to the reasons mentioned above, the light scattering 
methods have dominated the wet steam instrumentation since 
the 1970s. Several optical probes have also been developed and 
used to make the measurement in the model and operating 
turbines (Walters, 1985; Barbucci, 1988; Kleitz, 1991). For a 
number of years, the instrumentation of wet steam has also been 
investigated based on the total light scattering technique (Wang, 
1982; Cai et a l , 1994). This will be discussed in the following 
sections. 
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Basic Principle 
In the literature, the total light scattering method is sometimes 

named the extinction or turbidity method. When a beam of light 
of intensity 70 passes through the wet steam containing water 
droplets, there will be an attenuation in light intensity or an 
extinction of the incident light. The transmitted light intensity 
I can be expressed by the following equation: 

I = I0 e x p ( - TL), (1) 

where L is the path length of the light beam in wet steam, and 
T is the turbidity of the medium. For a monodisperse system 
with water droplets of diameter D, and in the absence of multi
ple and dependent scattering, the turbidity r is given by the 
following equation: 

•D2NE(D, \,m), (2) 

where N is the number concentration of water droplets, and 
E(D, X., m) is the total scattering coefficient or extinction coef
ficient that is the ratio of total energy scattered by a droplet to 
the energy geometrically incident on the droplet. Coefficient 
E(D, \, m) is a function of the droplet diameter £>, the wave
length of the light \ , and the refractive index of water droplet 
m, and can be exactly calculated from rigorous classical Mie's 
Theory. In real conditions, the water droplets formed in wet 
steam flows may be polydispersed. If a polydispersion with the 
number concentration distribution function N(D) is discussed, 
the turbidity of the system is the sum of all the contributions 
over the whole droplet size range. 

= - I D2N(D)E(D, \, m)dD 
4 Jo 

(3) 

Substituting Eq. (3) into Eq. (1) , the extinction (I/I0) can be 
obtained. 

/ ; 
In (I0/I) = - L \ D2N(D)E(D, X, m)dD (4) 

4 Jo 
The volume concentration of water droplets and wetness frac
tion are 

=-r 
6 Jo 

Y = 

N{D)DidD 

Cpf 

Ps + Cpf 

(5) 

(6) 

where pg and pf are the local specific weight of liquid and vapor 
phase of the saturated steam. In the method proposed by the 
authors of the present paper, a number of monochromatic light 
of different wavelengths \x, \ 2 , . . . X„ are used to make the 
extinction measurements. A set of equations can be then written. 

ln( / ( 4 Jo 
D2N(D)E(D, \i,m)dD 

i=l,2,...n (7) 

Theoretically, it is possible to extract the size distribution func-
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Fig. 1 General arrangement of the optical probe 

tion N(D) from the above equations, if corresponding extinction 
readings at these wavelengths (70//)i, Vol 1)2, • • • (V<0« are 
measured. Once the water droplet size distribution function 
N(D) is found, the wetness fraction Y can be then determined 
from Eq. (5) and (6). In fact, Eq. (7) is a set of the Fredholm 
integral equations of the first kind, which is difficult to be 
solved. In the literature, a number of methods dealing with 
the ill-conditional nature of the inversion problem have been 
presented, but only a few can give satisfactory result for our 
case—the extinction or the total light scattering technique. 
Based on the NNLS and Powell method, an inversion algorithm 
for this purpose has been developed by authors (Cai, 1991). 
Comprehensive computer simulations and experimental studies 
have proven its ability and resolution to recover the size distri
bution function N(D) from the measured extinction values 
(Wanget al., 1994). 

The Configuration of Optical Probe 
Based on the total light scattering or extinction method stated 

above, a new optical probe has been constructed in the authors' 
laboratory, which has some advantages and features if compared 
with other probes. Figure 1 shows the general arrangement of 
the optical probe. It is essentially composed of five main subsys
tems: the probe body, the light source, the light disperse and 
photodetecting system, the air system, and the data acquisition 
and processing system. The probe body is from 10 mm to 40 
mm in diameter and several meters in length in accordance with 
different applications. At one end of the probe body there is a 
slot served as the measuring volume through which the wet 
steam passes. A white light from halogen lamp is used as the 
light source, which is conducted to the probe body by an optical 
fiber. When passing through the measuring volume, the light 
interacts with fine water droplets contained in the wet steam 
flow and is attenuated. The attenuated light is reflected by a 
mirror installed just behind the slot and passes the slot again. 
The transmitted light, which is attenuated twice by water drop-

N o m e n c l a t u r e 

C = volume concentration of water drop
lets 

D = water droplet diameter, p,m 
E = extinction coefficient 
/ = transmitted light intensity, W/m2 

Ia — incident light intensity, W/m2 

L - path length of light, m 
m = refractive index 
N = number concentration of water 

droplets, 1/m3 

N(D) = number concentration distribu
tion function of water droplets 

Y = wetness fraction 

X = wavelength, fim 
pf = specific weight of liquid phase, kg/ 

3 

m 
pg = specific weight of vapour phase, kg/ 

3 

m 
T = turbidity 
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lets is then directed by another optical fiber to the light disperse 
and photodetecting system. Such configuration simplifies the 
whole measuring system as well as the probe body itself and 
permits the probe to be used in higher temperature atmosphere. 

The transmitted white light from the probe is dispersed by a 
specially designed optical grating system to form a continuous 
spectrum. The light intensity signals at several wavelengths 
are then picked out and their magnitudes are detected by the 
succeeding photodetecting array system. This ensures that all 
the intensity signals at different wavelengths are simultaneously 
measured at one moment. The accuracy of the final results is 
thus improved. Experimental time needed to make the extinction 
measurements is also minimized to a great extent. This system 
is simple in construction and reliable in use, because no rotating 
or moving parts are needed. Extinction readings picked out 
from the spectrum are in the visible range from 0.45-0.80 //m; 
therefore, usual optical and photodetecting components can be 
used. No problems occur that might be associated with the use 
of ultraviolet and/or infrared light. As much as 15 light intensity 
signals at corresponding wavelengths are picked out from the 
spectrum. If necessary, this system can be easily reconstructed 
to change the number of those picked out light signals to meet 
different needs. In order to achieve accurate results, light inten
sity signals at every wavelength are repeatedly measured 256 
times to get an average value for the data processing. The total 
data collecting time to scan all wavelengths is less than 1 sec
ond, while the time for data processing is within 1-2 minutes 
by a personal computer. 

By the construction of the probe, it is very important to 
protect all optical components submerged in the wet steam flow 
from direct contact with it, as the steam tends to condensate on 
their surfaces. Obviously, this will lead to abnormal operation 
of the instrumentation and cause wrong results. This is done by 
special admission of a small amount of purged air, which is 
continuously and slightly blowing onto the surfaces of these 
components. On the other hand, when the signal I0 is measured, 
a large amount of air should be admitted into the measuring 
volume to expel the wet steam from it. /0 denotes the collected 
light intensity when there is no wet steam in the measuring 
volume. 

Experimental Studies in Laboratory 

Before the optical probe was used to measure the wet steam 
in operating turbines, several experiments were carried out in 
the laboratory to test its availability and performance. First of 
all, saturated steam of 0.1 Mpa and 100°C generated by an 
electric generator was measured. Its maximum capacity was 
100 Kw. Figure 2 shows the diagram of the experimental setup. 
The optical probe was inserted into the outlet of the generator. 
Table 1 gives the results of measurements made at different 
heating power. The following main points can be concluded 
from these figures: 

1 The constructed optical probe, particularly the light disperse 
and photodetecting system as well as the air system work 
reliably. 

2 The probe is proven to be normally worked at 100°C atmo
sphere, which is much higher than that at the low pressure 
end of turbines. Also, it is reasonably expected that the 
configuration of the new designed probe permits it to be 
used in much higher temperature mediums. 

3 Owing to the limitations of the experimental setup, the mini
mum and maximum wetness fraction measured in these ex
periments are 0.029 percent and 11.1 percent, respectively, 
which cover almost the whole possible range of wetness 
fraction practically met in modern steam turbines. 

4 The mean droplet diameters are in the order of several mi
crometers, which are larger than those occurred in the op
erating turbines, because in these experiments the droplets 

SATURATED STEAM OPTICAL FIBER 

PURGED AIR 

STEAM GENERATOR 

Fig. 2 General arrangement of the experimental setup 

are carried over from the surface of the boiling water by 
the steam flow rather than formed by the spontaneous con
densation of rapidly expanded steam flow. 

Measurements were also carried out in high speed steam 
flow. In cooperation with The University of Stuttgart, Germany, 
experiments were performed in a steam tunnel of ITSM (Renner 
et al., 1994). The optical probe was inserted into the exit of a 
slotted nozzle where the steam is wet after expansion and its 
speed ranges from subsonic to supersonic in accordance with 
various testing conditions. Figure 3 shows one of the measure
ment results when the Mach number is M = 0.90 and the dis
tance from the nozzle exit is 20 mm. Figure 3(a) and (b) give 
the distribution of wetness fraction and mean droplet diameter 
along the upper half nozzle height; Figure 3(c) shows the full 
size distribution of droplets near the central position of the 
nozzle. The droplets formed by spontaneous condensation in 
the high speed steam flow are nearly monodispersed, as ex
pected. The measured mean droplet size is about 1.5 /an, which 
matches the theoretically predicted value quite well. 

Measurements in Operating Steam Turbines 
Measurements were performed in three operating steam tur

bines of capacity 12 MW, 200 MW, and 300 MW, respectively. 
In all the cases, the probe was inserted into the LP cylinder and 
located at the down stream of the last rotating blade row to 
measure the wetness fraction of exhausted steam. A probe han
dling device was fixed to the turbine casing, which is used to 
longitudinally control the position of the probe, and rotate it 
around its axis to align the direction of the flowing steam. It is 
so arranged that during the measurements, the probe body can 
be easily inserted into or drawn out from the casing without 

Table 1 Results of measurements at different heating power 

T No. 1 
Power, Kw 4.5 13.5 40.5 

Wetness fraction, % 0.029 1.93 10.8 
Droplet dia., jjm 1.66 3.05 6.35 
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Fig. 3 Results of measurements at the exit of a slotted nozzle (M -
0.9): (a) distribution of wetness fraction; (b) distribution of mean droplet 
diameter; and (c) droplet size distribution at the nozzle center position 
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Fig. 5 Results of measurement at 170 MW turbine load (condenser pres
sure: 1-0.0118 MPa, 2-0.0256 MPa): (a) wetness fraction Y; (b) mean 
droplet diameter D 

stopping the normal turbine operation. This simplifies the whole 
testing procedure and reduces the experimental time. 

In the following, the results of measurements performed in 
a 200 MW reheat turbine with Heller air cooling system are 
given and discussed. The power station is located in Inner Mon
golia, in the northern borden area of China. For Heller, air 
cooling system the pressure in the condenser is influenced to a 
great extent by the surrounding atmosphere and changes with 
the climate conditions. Owing to the hard climate condition of 
the power station (not far from the desert and the dust-laden 
atmosphere), the air cooling system was polluted, and this led 
to much higher condenser pressures than the normal values. 

Experiments were performed at five different turbine loads, 
i.e., 200 MW, 170 MW, 150 MW, 130 MW, and 110 MW, and 
at different condenser pressures. For every operating condition, 
measurements were made at seven different positions along the 
blade height, which is of 710 mm long. In order to achieve 
reliable results, data were acquired once every minute and re
peated five times. The total data collecting time was approxi
mately five minutes for every blade height and half an hour for 
every operating condition. As an example, Fig. 4 shows the 
distribution of wetness fraction Y and mean water droplet diam
eter D along the blade height at 200 MW load when the con
denser pressure is 0.0147 MPa, and Fig. 5 shows the same 
parameters at 170 MW load for both lower (0.0118 MPa) and 
higher (0.0256 MPa) condenser pressure, respectively. By the 
data processing the influence of coarse water has been taken 
into account with the indications stated in the literature (Wil
liams and Lord, 1976). Table 2 gives the results of six repeated 
measurements made at the blade tip when the load is 200 MW. 
The average values of wetness fraction and droplet diameter 
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are 3.69 percent and 1.03 ^m, respectively. As can be seen 
from these figures, the steam flow in low pressure stages of 
modern turbines is characterized by three-dimension and high 
turbulence, the optical probe gives repeatable measurements. 
The relative standard deviations of Y and D in Table 2 are 6.89 
percent and 10.7 percent, respectively. Obviously, the values 
of wetness fraction measured in our experiments are much 
smaller than those in the conventional power station due to the 
higher condenser pressure. 

It should be pointed out that there is, up to now, no common 
idea in the literature about the distribution of both wetness 
fraction and water droplet size along the blade height in the LP 
turbine stages. In our measurements, the wetness fraction has 
a maximal value near the middle part of the blade and decreases 
rapidly toward the blade tip and root. This may be effected by 
the stubs on the moving blades placed at about 60 percent of 
the blade height. This trend is similar to that published in the 
literature (Accornero, 1987). The wetness fraction Y decreases 
with decreasing turbine load and increases with lowering con
denser pressure, as expected. 

The distribution of water droplet size is not even along the 
blade height either. No regularity can be drawn from these 
measurements. Only one thing is clear, i.e., the diameters of 
water droplet formed by the spontaneous condensation in the 
operating turbines are generally less than 2 fxm. This is in good 
agreement with other experiments. Using the developed inver
sion algorithm, Table 3 gives detailed information about the 
full size distribution of water droplets at the blade tip (operating 
condition No. 1 in Table 2). Clearly, water droplets formed in 
the turbine stages due to the spontaneous condensation are of 
narrow distribution and nearly monodispersed, as noted in most 
literature. 

It is worthy of note that in modern steam turbines a dry 
saturation or superheated region may appear in the last stage 
with decreasing turbine load and increasing condenser pressure. 
In the turbines with Heller air cooling system where the pressure 
in the condenser is sufficiently high, it is possible for this phe
nomenon to appear at much higher loads. For example, even at 
170 MW (85 percent turbine capacity), a dry saturation or 
superheated region begins to establish at the blade tip and root, 
when the condenser pressure is 0.0256 MPa (Fig. 5) . This has 
been confirmed by the parallel thermodynamic measurements. 
In our experiments, the superheated region has a wider extent 
in the root part (about § blade height) than in the tip. The 

Table 2 Repeated measurements of Y and D 

Fig. 4 Results of measurements at 200 MW turbine load (condenser 
pressure: 0.0147 MPa): (a) wetness fraction / ; (b) mean droplet diameter 
D 

No. 1 2 3 4 5 6 (Average) 
3.89 
1.15 

3.40 
0.91 

3.67 
0.95 

3.34 
0.93 

4.05 
1.17 

3.78 
1.05 

(3.69) 
(1.03) 
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Table 3 Water droplet size distribution 

Size class, fjm Wt in band, % Cum. Wt(under), % 
_ _ _ _ _ _____ 
0.30-0.50 0.00 0.00 
0.50-0.80 6.81 6.81 
0.80-1.20 93.19 100.00 
1.20-1.70 0.00 100.00 
1.70-2.30 000 100.00 
Wetness fraction 7=3.89% 
Mean water droplet diameter D=\.15/jm 

measured wetness fraction is thus equal to zero. When the con
denser pressure decreases to 0.0118 MPa, the superheated re
gion disappears. 

Conclusion 
Based on the total light scattering technique, a method is 

presented to measure simultaneously the wetness fraction, the 
mean water droplet diameter, and their full size distribution. A 
number of monochromatic light of different wavelengths are 
used in the measurement. The corresponding extinction caused 
by fine water droplets contained in the steam flow is collected. 
Inversion algorithm is developed and used to extract the desir
able information from the measured extinction readings. An 
optical probe has also been constructed. Experimental studies 
performed in the laboratory to measure the wetness fraction and 
droplet diameter at the outlet of an electrical steam generator 
and at the exit of a slotted nozzle have proven the availability 
and reliability of the constructed probe. The optical probe has 
also been satisfactorily used to make the wet steam measure
ments in several running turbines. The detailed data obtained 
in a 200 MW reheat condensing turbine with Heller air cooling 
system are given. Measurements were carried out behind the 

blade of the last stage. No regularity can be drawn about the 
distribution of wetness fraction and water droplet diameter 
along the blade height. In some operating conditions a dry satu
ration or super heated region may appear in the last stage. The 
water droplet size measured in the operating turbine is generally 
less than 2 /_m. 
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Analysis of Failure Modes 
Resulting in Stress Corrosion 
Cracking of 304N Tubing in a 
High Pressure Heater 
Desuperheater 
Santee Cooper (South Carolina Public Service Authority) experienced twenty-three 
tube failures in a high pressure feedwater heater that was in service less than three 
years. The tube failures were located at baffles adjacent to both exits of the dual flow 
desuperheater. Metallurgical analysis of the failed tubes indicated that stress corro
sion cracking of the 304N stainless steel was the primary failure mode (Rudin, 1994; 
Shifter, 1994). The investigation to determine the factors leading to the onset of 
stress corrosion cracking included analysis of heater acceptance tests, the heater 
manufacturer's proposal and manufacturing procedures, operational data, eddy cur
rent reports, metallurgical reports, and a heater design review for vibration and wet 
wall potential (formation of condensation on the outside diameter (OD) of the tube 
prior to the desuperheater exit). 

Background 
In 1991, Santee Cooper implemented a program to replace 

seven of the eight original high pressure heaters on their four 
290 megawatt generating units at their Winyah Station in 
Georgetown, South Carolina. The original heater tubes were 
70/30 copper nickel. One of the original heaters was replaced 
in 1980. It is tubed with 304 stainless steel tubing and has not 
had any failures. 

Detailed specification requirements were developed, propos
als reviewed and heaters ordered and replaced. The replacement 
program has been ongoing over the last five years, with the 
heater replacements prioritized based on the condition of the 
original heater. 

Each unit turbine cycle has six feedwater heaters. For refer
ence, the first high pressure heater after the deaerator is no. 5 
and the final heater prior to the boiler is no. 6. The final heater 
receives cold reheat steam (high pressure turbine exhaust). In 
this position in the cycle, the inlet steam temperature and avail
able superheat to the no. 6 heater are directly affected by the 
main steam conditions to the high pressure turbine. 

Generating units no. 1 and no. 2 are cooled by a cooling 
pond, while units no. 3 and no. 4 are cooled by cooling towers. 
Both cooling systems receive fresh river water for makeup. The 
subject heater is the no. 6 heater on unit no. 2. It was replaced 
in November 1991 with 304N stainless steel tubing. The original 
heater was significantly plugged and frequently failed causing 
both high pressure heaters to be isolated for repairs. The new 
heater was to be designed for full load operation with complete 
bypass of the upstream no. 5 heater since it was also signifi
cantly plugged and would not be replaced for 19 months. 

At the time of the replacement of the no. 6 heater, the up
stream no. 5 heater had 30 percent of its tubes plugged and a 
3.5 inch bypass hole cut in the pass partition plate to reduce 
the tubeside velocity. During the acceptance test of the no. 6 
heater, the inlet feedwater temperature was 15°F below design, 
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due to the deteriorated condition of the no. 5 heater. This raised 
the steam flow in the new heater to 206,081 lbs/hr, or 29 percent 
over normal design steam flow. The heater manufacturer stated 
that the heater was designed for a steam overload flow of 
269,770 lbs/hr or 68 percent above the normal operating design 
flow of 160,292 lbrn/hr. Overload steam flow is defined as 
the additional steam loading above normal design flow. The 
additional loading is caused by a reduction in inlet feedwater 
temperature generally from a full or partial bypass of an up
stream heater. 

The heater did not meet the design terminal temperature dif
ference (TTD) of 0.0°F and the design drain cooler approach 
(DCA) of 10.0°F. Due to the higher steam flow, the heater 
manufacturer recommended setting the heater water level to 
17.2 degrees DCA to meet the design TTD. At this heater level, 
the heater met the design TTD. 

The no. 6 heater was subject to overload steam loading for 
the first 19 months of service due to the condition of the up
stream no. 5 feedwater heater. The no. 5 heater was replaced 
in June 1993. The number of plugged tubes and size of the 
bypass hole in the pass partition plate at the time the heater was 
removed is not available to predict the extent of the overload 
condition on the no. 6 heater. As stated earlier the no. 6 heater 
was to be designed for the steam overload associated with com
plete bypass of the no. 5 heater. 

Analysis of Failure and Damage Patterns 
The no. 6 heater developed 23 tube failures in August 1994 

after less than three years of service. Seven of the failed tubes 
were pulled for metallurgical analysis, and eddy current analysis 
(Murdock, 1994) was performed on the remaining tubes. 

The tube failures and the majority of tubes indicating outside 
diameter wall loss by eddy current were located at baffles adja
cent to both of the outlets of the dual flow desuperheater. Failed 
tubes and those indicating greater than 50 percent wall loss by 
eddy current were plugged. The total tubes plugged were 175 
or 17.3 percent. 

The single segmental dual flow desuperheater design admits 
steam into the center of the desuperheater. The steam flow is 
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Fig. 1 Layout of desuperheater baffle 

divided approximately 50 percent in the direction of the con
densing zone and 50 percent in the direction of the tubesheet 
then into a duct around the desuperheater shroud into the con
densing zone (refer to Fig. 1). 

The characteristics of the failure pattern, and eddy current 
indications were as follows (for baffle numbering see Fig. 1): 

• All known failure locations, except one, were located at the 
last desuperheater baffle in the direction of steam flow toward 
the tubesheet (the second baffle from the center of the desu
perheater, and closest baffle to the tubesheet; baffle no. 1). 

• The other known failure location was at the second baffle 
from the center of the desuperheater in the direction of steam 
flow toward the condensing zone (baffle no. 5). 

• The majority of the tube failures were located in the 6 inner 
rows. The tubes pass through an open window in the second 
desuperheater (baffle no. 2), therefore having the longest 
unsupported length (31 inches). This damage pattern is a 
possible indication of vibration from inadequate design or 
manufacture (i.e., excessive baffle tube hole sizing). 

• Eddy current indicated that approximately 130 of the 1011 
tubes had 50 percent or greater OD wall defects at the second 
baffle from the center of the desuperheater in both directions 
of flow (baffles no. 1 and 5). 

• 92 of the indications were at baffle no. 1. Of these indications, 
82 percent were on the tubes with the longest unsupported 
length in the direction of the tube sheet. 

• 37 of the indications were at baffle no. 5. Of these indications, 
35 percent were on the tubes with the longest unsupported 
length in the direction of the condensing zone. 

• A portion of the failures and eddy current damage is likely 
to be a result of collateral damage caused by leaking heater 
tubes. 

• The failures were circumferential cracks at or near the baffles. 
Pitting was evident on the tube OD, approximately the width 
of the supporting baffle. Metallurgical analysis found chlo
rides present in some of the pits (Shifler, 1994). 

Failure Mode and Analysis Methods 

Metallurgical analysis of the failed tubes indicated stress cor
rosion cracking as the mode of failure. The analysis revealed 
evidence of cyclic stress on the tube exterior. The inner surface 
of the fracture exhibited dimple type rupture indicative of stress 
overload. The conclusion was that cyclic stress from vibration or 
rapid thermal cycling assisted by a corrodant such as chlorides 
propagated crack growth. The combination of elevated tempera
ture, residual stresses, and a corrodant such as chlorides are 
required for stress corrosion cracking to occur. 

Elevated temperature is inherent in the operating environment 
of the heater. The potential for residual stresses and chloride 
contamination to occur can result from the manufacture and 
operation of the heater. Residual stresses can be increased in 
the manufacturing process of the tubing, depending on the meth
ods of tube straightening and U-bend stress relief. In operation 
the stresses can be induced by excessive vibration. 

Chlorides may exist on the tube OD from the manufacturing 
process from lubricants, cleaning fluids, and/or the water used 
during the shell side hydrostatic test. In operation, chlorides can 
enter the feed water from condenser tube leaks. The method of 
chlorides entering the steam side of the heater is unknown, as 
they should be reduced to insignificant levels in the steam drum. 
Possibilities are a heater tube leak or carryover with feedwater 
from the superheat attemperator sprays. 

The available information supported vibration in the desuper
heater as a major contributor to the tube failures. Santee Cooper 
contracted a consultant, Powerfect Inc., to assist with vibration 
analysis, determine the wet wall potential, and provide their 
opinion on the heater failure modes. The following data was 
supplied: 

1 Heater proposal of the Manufacturer 
2 Design drawings of the Manufacturer 
3 Failed tube metallurgical reports 
4 PEPSE (Minner et al., 1993) simplified design heater per

formance predictions 
5 Heater acceptance tests and low load heater test data 
6 Eddy current reports 

The PEPSE simplified design data consisted of computer heat 
balance models to evaluate the potential for wet tube wall at 
50 percent unit load from operating test data and predict the 
vibration potential at normal full load feedwater flow with the 
upstream no. 5 heater bypassed. The consultant concluded that 
the tube failures were caused by a combination of contributing 
factors, including the combined effect of vibration and corrosion 
from the wet wall condition (Catapano, 1995). 

Vibration Analysis. In order to determine the potential for 
vibration in the desuperheater, the design was checked against 
industry accepted standards for conservative design. The data 

Table 1 Analysis of PEPSE data 

No. 6 Feedwater 

Heater Study 

Units PEPSE prediction Full 

load @ 290 MWg 

with No. 5 FWH 

bypassed 

Heater Design 

@ Full load 

with No. 5 

FWHin 

service 

FW Flow lbs/hr 1,976,600 1,888,157 

FW in Temp. °F 350.7 404.7 

FW out Temp °F 473.9 476.9 

Steam Flow lbs/hr 271,651 160,292 

Steam press. psia 542.5 549.6 

Steam Temp. °F 626.1 630.0 

Saturation Temp "F 475.5 476.9 

Degrees of 

Superheat 

°F 150.6 153.1 

Drain Temp. "F 382.5 391.1 

TTD °F 1.6 0.0 

DCA °F 31.8 10.0 
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Table 2 Analysis of test data at 50 percent load compared to turbin 
heat balance at 69 MWg 

No. 6 Feedwater 

Heater Study 

Units Turbine Heat 

Balance @ 

69 MWg 

Test Data @ 

50% load 

143 MWg 

FW Flow lbs/hr 460,000 1,116,297 

FW in Temp. °F 301.7 361.3 

FW out Temp "F 352.9 420.3 

Steam Flow lbs/hr 24,150 78,111 

Steam press. psia 139.7 320.3 

Steam Temp. °F 509.7 455.8 

Saturation Temp °F 352.9 423.4 

Degrees of Superheat °F 156.8 32.4 

Drain Temp. °F 311.7 366.2 

TTD °F 0.0 3.1 

DCA °F 10.0 4.9 

utilized for the analysis was at normal full load feedwater flow 
with the upstream no. 5 heater fully bypassed. 

Analysis of the PEPSE data from Table 1 "Full load @ 290 
MWg with no. 5 FWH bypassed", indicated that the heater 
design exceeded safe conservative design limits for vibration 
at full load feedwater flow with the no. 5 heater fully bypassed. 
The consultant concluded that the vibration could have in
creased the stress level in the tubes and contributed to stress 
corrosion cracking. 

Wet Tube Wall Analysis. A second contributing factor 
to the tube failures was a potential for wet tube wall in the 
desuperheater at low load with low superheat temperatures. The 
heater receives cold reheat steam. During low load operation, 
the boiler is not always capable of achieving 1000°F main steam 
temperatures typically indicated on the turbine design heat bal
ances. The feedwater heater manufacturer utilized turbine cycle 
heat balance data at low load (69 MWg) for their wet wall 
design margin (Table 2). 

It is common for utility boilers to occasionally operate well 
below 1000°F, especially at low load. As the main steam tem
perature is reduced, the cold reheat temperature and available 
superheat is also reduced to the no. 6 heater. This increases the 
potential for condensation to form prior to desuperheater exit. 

"Analysis of actual test data at 50 percent load, Table 2 ' 'Test 
Data @ 50 percent load 143 MWg", indicated that wet tube 
wall condition would occur prior to the exit of the desuperheater 
at this condition with abnormally low superheat temperature. 
An additional concern identified by the consultant was a ' 'dead 
zone" in the desuperheater near baffle no. 1. The area could 
allow condensation to accumulate during start-up or low load 
and contribute to the concentration of chlorides as the condensa
tion boils off as load is increased. 

Condensation can form on the outer tube wall at low load 
and alternately dry as load increases, increasing the potential 
for very low levels of chlorides to reach higher concentrates. 

This condition increases the potential for crevice corrosion in 
the tube to baffle interface, leading to pitting and the concentra
tion of chlorides to accumulate in the pits. 

Some of the possible sources of chlorides on the steam side 
of the heater were discussed earlier. Santee Cooper is continuing 
to investigate the possibility that the chlorides could have con
taminated the steam side of the heater from the shell side hydro
static test during manufacture of the heater. The removal and 
inspection of tube samples at least the length of the desuper
heater would be required. This would verify if the pitting is 
widespread rather than isolated to baffles at both exits of the 
desuperheater, consistent with the wet tube wall condition and 
suggested by eddy current indications. If the pitting is wide
spread, the possibility of chloride contamination from water 
utilized for the hydrostatic test would be further investigated. 

Conclusion 
A combination of vibration at full load with the upstream 

heater bypassed (increasing tube stress levels), coupled with 
the potential for pitting corrosion due to wet tube wall at low 
load, contributed to the potential for tube failures. Additionally, 
an investigation is in progress to determine if manufacturing 
methods contributed to the failures. Chloride contamination 
from the shell side hydrostatic test or oversized tube holes con
tributing to vibration are possibilities. 

In future heater design reviews, consideration should be given 
to having the vibration and wet wall analysis of the manufac
turer checked by a consultant. Utilities should include potential 
operating conditions such as operation below design steam tem
peratures in the heater bid specifications. Manufacturing quality 
control in regard to tube hole manufacturing tolerances, water 
quality used for hydrostatic tests, and overall quality of work 
should also be monitored closely. 

The future reliability and design of the no. 6 heater are a 
concern. As well, two other heaters of the same design and 
manufacturer were purchased prior to the problems with this 
heater. One of the heaters was installed on unit 3 in May 1994. 
The second was purchased for unit 4 and has not yet been 
installed. A detailed inspection of the shell side of the existing 
unit 2 no. 6 heater could determine if a design or operating 
modification is required on these heaters. 

With the potential for overload steam conditions reduced 
with the installation of the new no. 5 heater, Santee Cooper is 
considering replacing the unit 2 no. 6 heater with the heater 
purchased for unit 4. 

If the existing no. 6 heater is replaced, a "post mortem" 
inspection will be conducted to determine if the heaters of this 
design require modification. The inspection will also allow San
tee Cooper to evaluate the potential modes of failure that have 
been discussed in this document. 
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The Development of a 
Combustion System for a 
110 MWCAES Plant 
The use of stored energy systems is receiving increased attention for power genera
tion. Alabama Electric Co-operative (AEC) have installed a 110 MW Compressed 
Air Energy Storage (CAES) plant at Mcintosh, Alabama. The plant employs tandem 
high and low-pressure fired expanders with the high-pressure combustors operating 
at 44 atm and the low-pressure units at 15 atm. Both are designed to operate with 
natural gas, or on No. 2 fuel oil, as a standby fuel. This paper describes the develop
ment of both the high and low-pressure combustors for this unique application, the 
testing of prototypes at simulated conditions at up to 8 atm using customized test 
rigs, and the definition of a design for application to the plant. Problems encountered 
during the first three years of operation are described and the solutions to overcome 
these are also presented. 

Introduction 
Early power generation load management systems such as 

consumer incentives for the use of off-peak power and the use 
of contract clauses with customers to disconnect part or all 
of the load during peak hours, proved in the long run to be 
inadequate. 

Subsequent solutions included the use of fast response com
bustion turbines, and for load leveling, the use of pumped hydro 
power stations, where these were practical. 

In geographically flat regions and those with limited water 
and real estate resources, the Compressed Air Energy Storage 
(CAES) system offers a further potential solution for load level
ing. 

The first CAES plant in the United States is now in operation 
for AEC in Mcintosh, Alabama. The plant uses relatively inex
pensive off-peak energy to drive a motor to compress air, which 
is stored in a solution mined underground cavity in the Mcintosh 
salt dome. When peaking or intermediate power is needed, the 
stored air is withdrawn, preheated in a recuperator, heated fur
ther by burning fuel, and expanded through high and low-pres
sure expansion turbines, which drive a generator. 

AEC contracted with the joint venture of Gibbs and Hill and 
Harbert International for the design and construction of the 
Mcintosh CAES plant. Dresser Rand, Wellsville, was selected 
as the supplier of the turbomachinery, with AIT, Burnley, pro
viding the high and low-pressure combustion systems. 

Plant Description 

Details of the plant and its form of operation are given in 
[1 -3 ] . The overall plant is shown schematically in Fig. 1. 

The nominal utilization of the plant was specified at some 
26 weeks each year in two major periods covering the peaks 
caused by the winter heating and summer air conditioning re
quirements. A typical weekly plant operating cycle would in
volve five days of power generation in one or two daily periods 
for up to 10 hours/day with overnight compression cycles of 
some 10 hours/day. On the remaining days the plant would be 
operated in compression for up to 30 hours to return the cavern 

Contributed by the International Gas Turbine Institute and presented at the 40th 
International Gas Turbine and Aeroengine Congress and Exhibition, Houston, 
Texas, June 5-8 , 1995. Manuscript received by the International Gas Turbine 
Institute February 27, 1995. Paper No. 95-GT-312. Associate Technical Editor: 
C. J. Russo. 

to full pressure (some 74 atm). At full load some 75 percent 
of the power is developed in the LP expander with the HP 
contributing the remaining 25 percent. 

The turbomachinery includes a three-body compressor train, 
a motor/generator, and two expanders. The expanders and com
pressors are connected to the motor/generator by clutches. 

During off-peak periods the high-pressure combustors on the 
HP expander are fired to bring the motor/generator to synchro
nous speed to initiate the compression cycle and air is then 
pumped into the cavern. When peaking power is required, the 
expanders and generator are brought to synchronous speed by 
firing the HP combustors. The LP combustors are subsequently 
fired and both expanders are used at all power conditions from 
10 MW up to the plant maximum of 110 MW. During periods 
of inactivity, when the plant is neither in the compression or 
power generating modes, the turbomachinery is maintained at 
readiness through the use of a low-level hot airflow at some 
370°C produced by a small standby combustor. This is fired 
automatically when the HP expander casing temperature falls 
below 260°C and remains operative until the casing reaches 
370°C or the plant is restarted. 

The plant incorporates a recuperator, which recovers waste 
heat from the LP expander exhaust to preheat cavern air. This 
heat recovery achieves a 25 percent reduction in plant fuel 
consumption and heat rate relative to operation without a recu
perator. 

The expander train incorporates a steam turbine derivative 
high-pressure expander with a combustion firing temperature 
of 811 K and a newly developed LP expander with a nominal 
firing temperature of 1144 K. 

Two high-pressure combustors feed directly into the inlet 
casing of the HP expander. On the LP expander eight combus
tors fed in a reverse flow configuration discharge through eight 
cast transition ducts to feed directly into the first-stage nozzles 
of the LP expander. 

Combustor Operating Conditions 

To maximize reliability and to use proven components with 
minimum modification, conservative limits were chosen for the 
expander section. With respect to the combustors, the target 
NOx levels allowed for the use of conventional technology. The 
resultant HP and LP combustor conditions are detailed in Table 
1 for operation with the recuperator operative and bypassed. 
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Table 2 Gaseous fuel properties 

Fig. 1 CAES plant schematic 

Fuels. The CAES plant was designed to operate as a dual 
fuel unit with operation on natural gas as the prime fuel and 
No. 2 fuel oil as a stand-by fuel. Excluding commissioning 
and proving trials, operation for power generation has almost 
exclusively involved the use of natural gas. The specified plant 
natural gas properties are compared in Table 2 with those of 
the typical analysis of the natural gas used during the combustor 
development programme on the shop tests at the Combustion 
Technology Centre (CTC, Burnley). Gas oil was used in the 
shop tests with similar properties to the specified No. 2 fuel oil. 

CUSTOMER A I T 
SPECIF. NATURAL 

GAS 

CONSTITUENTS % BY VOLUME: 
Methane 90.00 94.36 
Ethane 5.00 4.22 
Propane 0 0.31 
Butane 0 0.03 
Pentane 0 0.01 
Carbon Dioxide 0 0.46 
Nitrogen 5.00 0.61 

ULTIMATE % BY WEIGHT: 
Hydrogen 22.68 24.12 
Carbon 69.26 73.92 
Nitrogen 8.06 1.09 
Oxygen 0 0.87 

Specific Gravity (rel to air) 0.600 0.584 
Density at 60°F and 30 in Hg Ob/ft3) 0.046 0.0447 

NET CALORIFIC VALUES: 
Btu/cu ft at 60°F and 30 in Hg 902.5 936.5 
Btu/lb 19684 20952 

Equivalent Formula CIHJ.9 C\H39 

Mean Molecular Wt 17.34 ' 16.94 

Gas Constant 160.3 164.2 

Stoichiometric Air Fuel Ratio 15.69/1 16.76/1 

Table 1 Nominal operating conditions specified for the CAES combus-
tors—natural gas 

RECUPERATOR RECUPERATOR 
BY-PASSED 

110 MW 10 MW 95 MW 10 MW 

HP COMBUSTION 
SYSTEM 

Air Mass Flow kg/s 154.6 36.2 170.0 40.6 

Inlet Temp. K 558 626 308 308 

Outlet Temp. K 811 811 563 563 

Inlet Pressure atm 43.9 10.2 40.2 9.6 

AFR 160.8 219.1 158.7 159.8 

LP COMBUSTION 
SYSTEM 

Gas Mass Flow kg/s 155.6 36.4 171.1 40.9 

Inlet Temp. K 654 632 463 459 

OuletTemp. K 114.4 852 954 898 

Inlet Pressure atin 15.44 3.06 15.5 3.54 

AFR 79.9 192.6 79.9 92.4 

Shop Test Rig Operating Conditions. The mass flow 
available in the test laboratories of CTC, Burnley, is 10.9 kg/s 
at a pressure of about 8 atm. All shop development tests on 
both the HP and LP combustors were carried out at the plant 
values of air inlet and outlet temperatures, with the air mass 
flow to the combustors reduced in proportion to the maximum 
inlet pressure attainable on the test rig. In this way the combus
tors were operated on the shop tests at the design value of the 
outer casing Mach number and the design combustion liner 
percentage pressure loss. This method of engine simulation has 
been proven over many years and is widely accepted in the gas 
turbine industry for the prediction of most aspects of combustor 
performance. A comparison of the engine and test rig nominal 
conditions is given in Table 3 for Natural Gas Operation. 

Combustor Test Rig. The test rig arrangement is shown 
in Fig. 2. This shows a plan view, the air inlet feed pipe being 
situated on top of the air inlet casing on the shop test site. 

The air inlet casing was fitted with a perforated distribution 
liner to provide uniform flow conditions to the combustor/cas-
ing rear annulus. 

At its upstream end the combustor was located co-axially 
with the casing via four suspension pins attached to a flow 
shield, which in turn was mounted to the casing using three 
suspension pins. The downstream end of the combustor was 
located in a split seal ring fitted to the transition duct upstream 
support and a closure plate was fitted to the casing upstream 
flange onto which the fuel injector was mounted. 

From the combustor discharge a circular to 45 deg sector 
transition duct directed the exhaust gas to the water-cooled 
exhaust drum. This was fitted with a five-point thermocouple 
rake and traverse mechanism to measure the exhaust gas temper
ature distribution. Downstream of the exhaust drum the water-
cooled ducting incorporated an exhaust gas sampler. 
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Table 3 Rig and plant operating conditions—gaseous fuel 

BASE RECUPERATOR BY-PASS RECUPERATOR 

110MW 10 MW 95 MW 10 MW 

RIO PLANT RIO PLANT RIO PLANT RIO PLANT 

HP COMBUSTOR 

10.9 

558 

811 

6.19 

77.3 

558 

811 

43.9 

10.9 

626 

811 

6.12 

18.1 

626 

811 

10.2 

10.9 

308 

563 

5.17 

85 

308 

563 

40.2 

10.9 

308 

563 

5.17 

20.3 

308 

563 

9.6 

AIR FLOW kg/s 

INLET TEMPERATURE K 

EXIT TEMPERATURE K 

INLET PRESSURE aim 

10.9 

558 

811 

6.19 

77.3 

558 

811 

43.9 

10.9 

626 

811 

6.12 

18.1 

626 

811 

10.2 

10.9 

308 

563 

5.17 

85 

308 

563 

40.2 

10.9 

308 

563 

5.17 

20.3 

308 

563 

9.6 

LP COMBUSTOR 

AIR FLOW kg/s 

INLET TEMPERATURE K 

EXIT TEMPERATURE K 

INLET PRESSURE aim 

10.2 

654 

1144 

8.16 

19.4 

654 

1144 

15.44 

4.5 

632 

852 

3.06 

4.5 

632 

852 

3.06 

10.9 

463 

954 

7.96 

21.3 

463 

954 

15.5 

5.1 

459 

898 

3.54 

5.1 

459 

898 

3.54 

Thus, in the case of the LP combustor, the development test 
rig arrangement simulated the engine configuration, in terms of 
aerodynamics, location, and support. 

In order to use the same test rig for the HP combustor devel
opment, minor compromises were accepted. None of these were 
expected to influence the measured performance. The differ
ences from the engine were as follows: 

• Air entry on the plant is via the casing side and the HP 
combustor exit flow discharges directly into the HP ex
pander, not via a transition duct. 

• The HP combustor discharge diameter on the plant is 12 
in. in diameter, compared with 10 in. on the shop test rig 
and the rear location is different in detail to the engine. 

For tests on the HP combustors the air supply was unvitiated. 
In the case of the LP, an in-line rig standard preheater was 
included to simulate the vitiation from the HP. 

Shop Test Rig Instrumentation. The combustor exhaust 
gas composition was determined from gas samples taken from 
hot water cooled multipoint gas sampling rakes sited in the rig 
exhaust pipework. The gas sample was transferred to analytical 
equipment via electrically heated lines, the sample temperature 
being maintained in accordance with EPA requirements. The 
composition of the gas was determined by means of on-line 
infrared analyzers for carbon monoxide and carbon dioxide, 
a flame ionization detector for unbumed hydrocarbons and a 
chemiluminescence analyzer for NOx. Smoke levels were deter
mined by the SAE filtration technique. Humidity was deter
mined using a Dew Point meter. 

COMBUSTOR EXHAUST TRANSITION DUCT 

Fig. 2 Test rig arrangement 

Journal of Engineering for Gas Turbines and Power 

Fig. 3 Fuel injector 

For the measurement of exhaust gas temperature, an exhaust 
thermocouple rake comprised of five chromel/alumel thermo
couples positioned on centers of equal area within the 45 deg 
sector of the transition duct exit plane was used. The thermocou
ple tips incorporated double radiation shields to prevent heat 
loss to surrounding cold surfaces. Exhaust traverses were ef
fected by moving the rake by remote control through 16 angular 
stations of equal pitch. 

Combustor wall temperatures were determined by coating the 
external surfaces with temperature-sensitive paint (Thermindex 
OG6). 

Combustor pressure loss measurements were obtained by re
cording levels of inlet and exit static pressure. Loss in total 
pressure was then derived using calculated mean values for inlet 
and exit kinetic pressures based upon recorded inlet and exit 
temperatures and metered air and fuel flows. Inlet static pressure 
was measured at tappings on the combustor casing wall and 
exhaust static pressure from a tapping in the upstream flange 
of the water cooled exhaust traverse drum. 

Combustor gas pressure oscillations were monitored from a 
pressure tapping in the fuel injector pilot zone (Fig. 3). This 
tapping was connected by a short length (approximately 230 
mm) of 2.4 mm internal diameter tube to a piezo-electric trans
ducer. The transducer output was fed via an amplifier to a wave 
form analyzer, which processed the signal to provide measure
ments of the dominant frequency and amplitude, together with 
a frequency/amplitude spectrum analysis. 

Design Philosophy 
The types of combustor that can be considered for the CAES 

application are silo, annular, or individual pipe chambers. In this 
application for the LP combustor eight individual pipe chambers 
were chosen, to be equispaced around the expander, to give a 
greater control of the outlet temperature distribution, to give 
reduced weight for easy maintenance, and to allow for compre
hensive rig testing before delivery. Two combustors were se
lected for the HP expander for similar reasons. As the HP com
bustors operate at three times the pressure of the LP with four 
times the mass flow per combustor, the diameters of the two 
units were therefore similar, permitting the use of a common 
test rig. 
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Fig. 4 HP combustor 

Fuel Injectors. A common design of dual fuel injector was 
selected for both the HP and LP combustors. The principal 
difference was that the HP fuel injector had a smaller tip diame
ter to match the smaller diameter of the HP combustor head. 
Each combustor had one fuel injector. 

The fuel injector design was such that it combined the func
tions of liquid and gaseous main fuel injection, a gas-only torch 
igniter, flame viewing, and water injection. Figure 3 illustrates 
the internal geometry and main features. Little development 
was required on the fuel injectors and the only change made 
during the rig test program was to increase the torch pilot zone 
volume and provide a swirl component to the air feed. 

Combustors. The designs of the HP and LP combustors 
are shown in Figs. 4 and 5. 

The air feed to the HP unit was by way of a flanged connec
tion on the side of the air casing. The feed to each of the eight 
LP units was fully reversed with a common feed on the LP 
expander. The hot exhaust gas from each of the eight LP com
bustor liners was fed into eight circular to sector nozzle transi
tion ducts ahead of the LP expander first-stage nozzles. The 
lower mean outlet temperature of the HP combustors allowed 
the outlet gases to discharge directly into the expander plenum 
casing ahead of the first-stage nozzles without the need for 
transition ducts. Each LP combustor liner features a detachable 
flow shield for air flow management and the discharge from 
the combustion liner fits into the appropriate nozzle transition 
by means of a combined gripper and piston ring, which gives 
centralization, sealing, and accommodation for differential 
expansion. The nozzle transition duct is suspended from the air 
casing by a centralizing pin and two pins on a chordal axis 
to allow for the differential expansion. The flow shield and 
combustion liner arrangement ensures that virtually all the air
flow for combustion passes around the dome profile with mini
mal pressure loss and presents an unbiased flow to the combus
tion liner holing. 

Both the HP and LP combustor liners were manufactured 
from 2.00-mm-thick Hastalloy X. 

In the evolved version of the HP combustion liner, the pri
mary zone was of a conventional design with an axial swirler, 
midflare cooling, and ten pairs of plunged secondary holes posi
tioned in-line and equispaced. Additional flow entered the liner 
head through two rows of 40 plain intermediate holes and a 
row of four plain dilution holes. Since the HP unit was to 
operate at relatively weak air fuel ratios through its operational 
range (Table 1) only about one third of the total combustor 
airflow entered the head. The remaining two thirds was admitted 
downstream through twelve plunged holes and in the form of 
cooling air. 

The LP combustion liner also had an axial swirler/secondary 
hole primary zone, with further air added downstream through 
plain intermediate and dilution holes. Approximately 75 percent 

of the total air was admitted upstream of the flow shield location 
and the remaining 25 percent was used to cool the rear sections. 

The LP combustion liner head differed in detail from that of 
the HP unit in that there was a miniflare skirt immediately 
outboard of the swirler, no midflare cooling, and an array of 
external cooling fins to reduce local metal temperatures. 

Shop Test Results and Discussions 

The early combustion testing of the initial design of both HP 
and LP combustors demonstrated a generally satisfactory level 
of performance with regard to most items, including exhaust 
emissions and exhaust temperature distribution. Metal tempera
tures when operating on natural gas were also acceptable. How
ever, the following three specific problems were identified: 

• When operating with liquid fuel, difficulties were experi
enced on both the HP and LP combustors with ignition 
of the main fuel by the torch flame. 

• Metal temperatures of the HP combustor operating on 
liquid fuel were above the target level. 

• Combustion generated pressure pulsations, of potentially 
damaging levels, were experienced on the LP combustor 
when operating on natural gas with vitiated inlet air, oper
ation with unvitiated air being satisfactory. 

The ignition problem was readily resolved by increasing the 
torch pilot zone volume and adding a swirl component to the 
torch air flow to produce a strong flame extending more than 
250 mm beyond the torch tube exit. 

The metal temperature and pressure pulsation problems, how
ever, proved more persistent and required development to 
achieve a performance level suitable for the production of plant 
standard hardware. 

The basic philosophy of the development was to achieve a 
more positive primary zone flow pattern by incorporating an 
axial swirler and plunged hole secondary air admission, to pro
duce a strong toroidal recirculation. Variations in the ratio of 
swirler/secondary hole air were investigated to produce the 
optimum performance. In the case of the LP combustor, detailed 
changes were made to the method of cooling air admission, in 
the combustor head region, in order to achieve acceptable metal 
temperatures together with freedom from pressure pulsations. 

Emissions. The emissions levels from the HP combustor, 
with unvitiated inlet air, were readily and directly measurable. 
However, in the case of the LP combustor the emissions were, 
to an extent, governed by the emissions from the in-line com
bustion air preheater used to simulate the efflux from the HP 
expander. This preheater was significantly less efficient than 
the developed HP and LP combustors. Table 4 shows the CO, 
UHC, and NO* emission levels from both HP and LP combus
tors. These results show that the LP combustor was very effi
cient and able to burn out most of the CO and UHC from the 

5EC0NDARY HOLES (10 PARS) DILUTKM HOLES M OFF1 

SWIRLER \ FLOW SHELD 

SUSPENSION PIMS U OFF) SPLASH TYPE WALL COOLING 

Fig. 5 LP combustor 
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Table 4 Combustion emissions at rig simulated 110 MW base recupera
tor conditions 

Table 6 Effect of water injection on emissions simulated 110 MW base 
recuperator condition—natural gas 

NATURAL GAS LIQUID FUEL 

COMBUSTION 
EFFICIENCY (I) 

ft 

CO 
ppmv 

UHC 
ppmv 

NO, (2) COMBUSTION 
EFFICIENCY (1) 

% 
CO UHC NO, a) 

ppmv 

HP 99.95 5.8 3,0 65.5 99.93 15.7 1.2 78.6 

R]Q 
PREHEATER 

99.41 117 13 99.55 97 17 

LP 99.96 12.2 2.4 35,5 99.97 13.4 0.7 73.3 

VALUES 
ESTIMATED 
FOR PLANT 
OPERATION 

12,2 2,4 101 13.4 0.7 152 

(1) BY GAS ANALYSIS 

(2) NET VALUES CALCULATED FOR PLANT OPERATION 

rig preheater. Thus, when operating on the plant, CO and UHC 
levels less than those measured on the rig could be expected, 
as: 

• The HP combustor produced less CO and UHC's than 
the rig preheater. 

• The additional pressure on the plant compared to that for 
the shop tests would provide a more amicable combustion 
environment. 

The NOx values quoted are those measured on the test rig 
and in the case of the LP combustor, the net value obtained 
after subtracting the contribution from the rig preheater. The 
values corrected to plant operating pressures have been obtained 
by scaling, using the plant to rig pressure ratio to the exponent 
0.5 as generally accepted in the industry. Estimated plant emis
sion levels of NOx have been obtained by summing the contribu
tion from both the HP and LP combustors since, unlike CO and 
UHC's the NOx once formed in the HP combustor is likely to 
pass through the LP combustor unchanged, without significantly 
influencing NOx generation in the LP combustor itself. Addi
tionally, the performance at the minimum load conditions of 10 
MW was good, with the combustion efficiency of the HP unit 
in excess of 99.94 percent on both fuels. 

Tests with water addition at a rate equivalent to 50 percent 
of the fuel flow showed that a 50 percent reduction in NOx 

could be expected on the plant and the emissions of CO and 
UHC would also be within the specified limits for liquid fuel 
operation (Table 5). When using natural gas (Table 6) , the 
water injection rate on the LP combustor was limited to 25 
percent of the fuel flow due to pressure pulsations. 

Exhaust smoke at the rig operating conditions is given in 
Table 7. The increase in pressure to the true plant 110 MW 

Table 5 Effect of water injection on emissions simulated 110 MW base 
recuperator condition—liquid fuel 

COMBUSTION 
EFFICIENCY (1) 

ft 
CO 

ppmv 
HC 

ppmv 
NO, 

NO, 
(NET) 
ppmv 

NET NO, 
CORRECTED TO 

PLANT PRESSURE 

HP 
NO WATER 99.93 15.7 1.2 28.3 78.6 

HP 
WATER ADDED 
(50% FUEL FLOW) 

99.95 11.8 0 16.0 44.9 

LP 
NO WATER 99.97 13.4 0.7 66.5 52.5 73.3 

LP 
WATER ADDED 
(50* FUEL FLOW) 

99.94 25.1 4.1 34.0 20.0 27.9 

ESTIMATED 
PLANT 
VALUES 

NO WATER 13.4 0.7 151.9 ESTIMATED 
PLANT 
VALUES WATER ADDED 

(AS ABOVE) 
25.1 4.1 72.8 

TARGET 
VALUES WITH 
WATER (50ft) 

HP 13.8 1.6 TARGET 
VALUES WITH 
WATER (50ft) LP 31.4 3.4 

SPECIFIHD PLAr-
WATER (50ft) 

JT VALUES WITH 50 90.5 

COMBUSTION 
EFFICIENCY (1) 

ft 
CO 

ppmv 
HC 

ppmv 
NO, 

ppmv 

ill 

NET NO, 
CORRECTED TO 

PLANT PRESSURE 
ppmv 

HP 
NO WATER 99,95 5.8 3.0 24.0 65.5 

HP 
WATER ADDED 
(50ft FUEL FLOW) 

99.64 57.3 16.5 10.0 27.3 

LP 
NO WATER 99.96 12.2 2.4 39,5 25.5 35.5 

LP 
WATER ADDED 
(25 ft FUEL FLOW) 

99.97 13.0 1.5 34.0 20.0 27.8 

ESTIMATED 
PLANT 
VALUES 

NO WATER 12.2 2.4 101.0 ESTIMATED 
PLANT 
VALUES WATER ADDED 

(AS ABOVE) 
13.0 1.5 55.1 

TAROET 
VALUES WITH 
WATER (50ft) 

HP 13.8 1.6 TAROET 
VALUES WITH 
WATER (50ft) LP 31.5 3,6 

SPECIFIED PLANT VALUES WrTH 
WATER (50 ft) 

50 64 

(I) BY GAS ANALYSIS 

Table 7 Shop test smoke S.A.E. numbers at simulated 110 MW base 
recuperator conditions 

NATURAL 
GAS 

LIQUID 
FUEL 

HP 4 14 

LP 5 24 

RIG PREHEATER 18 18 

(1) BY QAS ANALYSIS 

operating pressures was not expected to result in visible smoke 
when using natural gas. With liquid fuel the situation was con
sidered borderline and needed to be evaluated on the plant. 

Metal Temperatures. With natural gas the HP combustor 
was cool over its entire length with peak temperatures of be
tween 695°C and 814°C recorded in the primary zone, using 
thermal paint, as shown in Fig. 6. Operation on gas oil fuel 
showed an increase up to 860°C. 

The final development standard of the LP combustor did not 
include the midflare cooling used on the head of the HP unit 
since there was evidence that air admission in this region tended 
to provoke dynamic pressure pulsations when operating on natu
ral gas. The omission of the midflare cooling led to higher metal 
temperature on the head, which was successfully reduced by 
the use of cooling fins to improve the external heat transfer. 
With natural gas local peak temperatures in the range 814°C-
860°C occurred on the primary zone walls. With liquid fuel the 
increase was confined to only local regions exceeding 860°C. 

Shop Development Rig Performance Summary 
The shop test program (some 100 test hours) showed that: 

• CO, UHC, and NOx emissions levels would be within the 
specified targets and that NOx could be reduced by 50 
percent by water addition. 

• The co-axial torch within the injectors gave a satisfactory 
ignition performance and the system weak extinction lim
its for natural gas operation of some 1001/1 and 800/1 
for the HP and LP units exceeded requirements more than 
fourfold. The HP on liquid fuel gave a weak extinction 
of 2700/1. 

• The exhaust temperature distributions from both the HP 
and LP combustors were within the targets specified. 

• The metal temperatures on natural gas were generally 
within the target requirements and when using liquid fuel 
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KEY°C 

A BELOW - 441 
B 441 - 515 
C 515 - 542 
D 542 - 695 
E 695 - 814 
F 814 - 860 
G ABOVE - 860 

Fig. 6 HP combustor paint test 

the increase in metal temperatures would allow for 
standby use. 

Plant Operating Experience 

As the Alabama CAES plant is the first of its type in the 
USA and the cycle and mode of operation is different to conven
tional gas turbines, there was an initial period of trials, in addi
tion to the normal periods of power generation into the grid. 
During the first year of operation the combustors logged over 
1000 hours of operation but more importantly were subject to 
over 1000 start/stop cycles, equivalent to over 2 years duty. 
On occasions the combustors were subject to up to 10 cycles 
in one day and the need to provide data and generate power 
limited access to the combustors for routine inspection. 

At that stage of evolution of the plant there were three areas 
of concern. The first was a recurring blockage of the liquid fuel 
passages on both the HP and LP fuel injectors, the second was 
a higher than expected smoke footprint, as measured using the 
Ringelmann technique, when operating on liquid fuel and the 
third was a mechanical failure of the HP combustors after some 
800 cycles. 

The fuel injector blockage highlights a problem specific to 
CAES plants. As the turbine is not coupled to the compressor, 
the ability to forward purge the liquid fuel after shutdown or 
during fuel transfer is limited. Initially only a low-pressure 
purge can be used in order to minimise the drainage of fuel 
into the combustor, thus limiting over temperature excursions. 
This is exacerbated during trip shutdown when the motive air
flow has to be rapidly removed to prevent overspeeding the 
expander. Additionally the thermal mass of the plant can result 
in high soak temperatures in the fuel galleries causing fuel 
degradation and consequently blockage. The initial purge sys
tem for both HP and LP fuel injectors was obtained from poten
tially high temperature sources between the recuperator outflow 
and the HP combustor for the HP injector, and from the HP 
combustor discharge for the LP injectors. The purge system 
was subsequently upgraded to: 

(a) Provide a cool source of air, directly from the cavern. 
(b) Introduce a two-stage purge to allow for an initially 

low flow rate to limit temperature excursions, with a 
higher flow rate after flame extinction. 

These modifications to the purge procedure have substantially 
eliminated the earlier blockage problems. 

With regard to exhaust smoke, the initial plant combustors, 
as anticipated and as predicted from the shop tests, gave a clean 
exhaust on natural gas. On liquid fuel, however, the increase 
from the shop test pressure of 6.12 atm to the 110 MW plant 
pressure of 43.9 atm gave a much higher increase in exhaust 
smoke levels than expected, with opacity levels well in excess 
of 40 percent (target levels 20 percent). 

Some benefit was seen by introducing an air feed to the HP 
injectors. This did not totally solve the problem and a decision 
was taken to carry out shop development to improve the HP 
combustor smoke footprint. By significantly weakening the pri
mary zone, the exhaust smoke of the HP was found to be virtu
ally eliminated, as can be seen from the plant test data, Table 
8. On these tests the plant emissions were checked for full load 
smoke, with both HP and LP combustors fired by natural gas, 
with both fired by liquid fuel and finally with both options of 
HP gas/LP liquid and HP liquid/LP gas. 

As the results show relatively smoke-free operation on natural 
gas and a similar level with the HP on liquid fuel and the LP 
on natural gas, it was concluded that the LP combustor was 
now the main contributor. However, the target levels had not 
yet been met for liquid fuel operation. 

In the light of shop tests on the LP combustor under vitiated 
conditions, where pressure pulsations could easily be a problem, 
it was decided that combustor modifications to the LP in line 
with those carried out on the HP should not be tried. The plant 
exhaust was finally cleared by the introduction of a manganese 
fuel additive. Current manganese concentrations are set at some 
50-65 ppm by weight in the fuel. The results with the manga
nese additive are given in Table 9. 

The failure of the original HP combustors occurred at the 
junction of the flare and primary zone wall, in the region of the 

Table 8 Plant exhaust smoke emissions with differing fueling (values 
quoted are exhaust stack percent opacity readings) 

HP COMBUSTOR 

LIQUID 
FUEL 

NATURAL 
GAS 

LP 
COMBUSTOR 

LIQUID 
FUEL 

40 35 LP 
COMBUSTOR 

NATURAL 
GAS 

5-10 CLEAR 
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Table 9 Plant exhaust smoke emission with manganese-based fuel ad
ditive (values quoted are exhaust stack percent opacity readings) (liquid 
fuel to both HP and LP) 

POWER RATING 
ADDITIVE TO:-

POWER RATING 
HP/LP LP ONLY HP ONLY 

100 MW 

75 MW 

50 MW 

30 MW 

10-15 

10 

10 

10-15 

£ 2 0 

15 

15 

1 0 - 15 

N.A. 

45-50 

30-35 

15-20 

NOTE: SMOKE EMISSIONS WITHOUT ADDITIVES ARE 
SIMILAR TO "HP ONLY" 

support pins, when most of the operation had been using natural 
gas as fuel. The metal temperatures in the region of failure were 
low, as indicated by both shop and plant thermal paint tests. 
Finite element stress and thermal analysis indicated that the 
problem may have been caused by the method of restraint of 
the combustion liner within the flow shield, thermal bending 
stress concentrations around the row of holes at the flare edge, 
and the need to use thicker than normal material for the flares 
and liner walls for operation at the full-load pressures of 43.9 
atm. 

The HP combustors were redesigned to reduce the restraint 
and rigidity of the head, eliminate the flare edge holes, and 
further reduce metal temperatures. Finite element stress plots 
of the original and redesigned combustors are shown in Fig. 7. 
With the redesigned units re-installed, the plant showed initially 
satisfactory operation but subsequently indicated a propensity 
for distress in the same region. 

Further modifications to improve cooling in the head region 
by the introduction of a machined flow shield with a narrower 
annulus to give increased annulus velocities and external heat 
transfer was predicted to give ultralow temperatures. These were 
reproduced on the shop test rig. This philosophy was also incor
porated into the LP combustors. 

On re-build into the plant a modified HP and two modified 
LP combustors were fully instramented with thermocouples to 
measure metal temperature at strategic points. Figures 8 and 9 
give the thermocouple locations for the HP and LP, respectively. 
These have provided the insight into the basic cause for the HP 
combustor failure. 

The metal temperatures of the HP combustor are now very 
low during steady-state running, Table 10, but exhibit tempera
ture excursions during trips and occasionally on normal plant 
shut down on both fuels. The metal temperatures for the LP 
are higher, in keeping with the higher gas inlet and firing 
temperatures but are well within the target levels at steady 
state, Table 11. 

Again, they occasionally exhibit temperature excursions dur
ing trips and normal shut downs. A typical example of an early 
temperature excursion during trip from 27 MW indicated that 
cooling skirt temperatures could rise from a steady static level 
of less than 427°C to 685°C on the LP within 20 seconds of 
the trip, with an even greater rise on the HP from some 427°C 
to 724°C. 

The cooling skirt, sited at the junction between the combustor 
head and the combustor liner barrel, provides the starting film 
for cooling the liner wall and is in the region of the failure on 
the HP. The rapid rise in temperature of the skirt indicates 
posttrip combustion localized within the primary zone during a 
period when the cooling air film is shut down. Distortion of 
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120 

Fig. 7 Stress profiles for the original and redesigned HP combustors 

this skirt would inevitably lead to failure and further improve
ments to the shutdown and trip procedures were deemed to be 
required. 

The volume and size of the feed manifold to the injectors 
was significantly reduced on the HP unit. Recent experience 

TC107 [TC106 TC109 

TC101 TC102 ^ K 

TCIoKv-TTIOi 

Fig. 8 On plant thermocouple locations: HP combustors 
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Table 11 Maximum metal temperatures—LP combustor (°C) (combus-
tor No. 6 test date 9 July 1994) 

AT-& 

Fig. 9 On plant thermocouple locations: LP combustors 

Couple 
No. 

1 2 3 4 S 6 7 8 9 10 11 12 

Location Domed 
Head 

Domed 
Head 

Cooling 
Skirt 

Mid 
P/Z 

D/S 
P/Z 

D/S 
Inl. 

Cooling 
Skirt 

D/S 
Int. 

Mid 
P/Z 

D/S 
P/Z 

Mid 
Int. 

Sect. 

D/S 
Int. 

Sect. 

NATURAL GAS 

10MW 478 495 427 452 481 502 374 455 461 507 402 442 

25 MW 521 566 469 509 554 586 382 502 498 552 434 49! 

50 MW 523 576 475 533 588 634 392 532 515 578 462 533 

75 MW 518 674 466 534 592 648 395 540 519 587 472 551 

100MW 499 569 448 517 577 628 383 527 514 581 461 550 

1 1 0 M W 500 588 448 521 583 622 378 531 512 578 460 556 

FUEL OIL 

10 MW 536 553 456 516 553 533 379 489 529 577 421 457 

25 MW 598 646 503 613 658 651 399 575 657 727 478 539 

50 MW 635 704 510 656 720 684 412 624 679 743 519 595 

75 MW 675 777 498 650 736 787 401 623 672 751 547 634 

I 0 0 M W 660 771 471 643 727 729 393 616 629 721 534 624 

110MW 642 770 465 628 701 699 391 606 626 713 527 620 

OVERALL 
MAXIMA 

675 777 510 656 736 787 412 624 679 751 547 634 

Table 10 Maximum metal temperatures—HP combustor (°C) (test date 
9 July 1994) TEMPERATURE PC) 

Couple 

No. 

101 102 103 104 105 106 107 108 109 110 

Location Domed 
Head 

Cooling 

Skirl 

P/Z 

u/s 
P/Z 
D/S 

Holes 

Int. 
Sect. 

D/S 

Inl. 

Cooling 

Skirl 

Between 
P/Z 

Holes 

D/S 
P/Z 

Holes 

D/S 

Int. 

NATURAL 
GAS 

10 MW 409 406 353 477 445 453 453 560 446 

NATURAL 
GAS 

25 MW 399 392 344 461 422 439 433 538 423 

NATURAL 
GAS 

50 MW 385 371 334 451 410 418 422 524 404 NATURAL 
GAS 

75 MW 374 359 326 443 398 403 412 517 390 

NATURAL 
GAS 

100 MW 342 334 298 407 374 366 381 432 356 

NATURAL 
GAS 

1 1 0 M W 334 332 290 395 363 353 373 474 344 

FUEL OIL 

10 MW 439 399 392 557 550 521 543 685 549 

FUEL OIL 

25 MW 405 364 368 517 510 444 492 620 511 

FUEL OIL 50 MW 387 353 352 479 474 401 457 569 464 FUEL OIL 

75 MW 360 328 334 452 453 355 419 502 433 

FUEL OIL 

100 MW 324 301 304 403 413 324 378 482 393 

FUEL OIL 

110 MW 319 298 297 389 395 324 374 481 378 

OVERALL MAXIMA | 439 ] 406 j 392 | 557 | - | 550 [ 521 | 543 | 685 j 549 

600-

500-

400-

NATURAL GAS FIRING 

POWER OUTPUT (MW) 
100 

H 1 1 -+" 

T/C102; PRIMARY ZONE 

COOLING SKIRT 

T/C103; PRIMARY ZONE 

UPSTREAM HOLES 

T/CKK, PRIMARY ZONE 

DOWNSTREAM HOLES 

POWER OUTPUT 

H — l i t r 

iO 

20 

f J 0 
0tf> tfP ^ 0b° 0*° «P° 

TIME (SECS) 

Fig. 10 HP combustor metal temperatures trip from 40 MW 

has shown some improvement. Continued monitoring will, how
ever, be necessary. Figure 10 shows the response of the most 
sensitive thermocouples to a trip from 40 MW on natural gas 
following modification in the fuel system (the LP combustor 
showed a similar level of response). 

It can be seen that the HP skirt temperatures rise from some 
371°C to 538°C (the LP rose from 454°C to 677°C). As the 
combustors are now cooler during normal operation and the HP 
temperature excursions are reduced, an improved combustor 
life is anticipated. This aspect of performance will continue to 
be monitored to check for any potential increase in steady-state 
temperatures that could be indicative of rolling of the cooling 
skirts. It also emphasises the attention CAES designers need to 
apply to the control of shutdown and trip procedures. 

Emission measurements during natural gas operation taken 
prior to the weakening of the primary zone of the HP combus
tors for smoke emissions improvement, indicated overall NOx 

emissions at between 99 and 101 ppmv, replicating almost ex
actly the prediction from rig testing, as shown in Table 12. 
Following modification to eliminate smoke from the HP, further 

Table 12 Performance targets: plant emissions 

SPECIFICATION ATT PREDICTED 

NATURAL 
GAS 

DIESEL 
OIL 

NATURAL 
GAS 

DIESEL 
OIL 

NO, kg/MWhr 1.04 1.50 0.82 1.27 

NO, ppmv 128 181 100 154 

CO ppmv 50 50 < 12 < 12 

UHC ppmv - - <; 3 < 1 

emissions measurements were carried out and the current level 
of plant NOx on natural gas is of the order of some 65 to 70 
ppmv and CO and UHC emissions are some 5 and 1 ppmv, 
respectively. 
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Summary 

The CAES operating cycle presents the combustion designer 
with new problems in addition to those present within normal 
gas turbines. 

First, the series operation of the LP combustor downstream 
of the HP expander and the attendant vitiation of its inlet air 
creates an increased propensity for dynamic pressure pulsations 
to occur when operating on natural gas. (Unvitiated tests at 
identical conditions on shop tests showed no problems with 
dynamic pressure pulsations.) The situation is further exacer
bated by the introduction of water to control NOx. 

Second, the highly cyclic nature of operation, allied to the 
very high pressures in the HP unit, provides additional problems 
with regard to mechanical integrity and the high-pressure opera
tion of the HP can add to the generation of exhaust smoke when 
using diesel fuel. 

Third, the uncoupled nature of the compressor/turbine com
bination provides a challenge in adequately purging the fuel 
injectors on shutdown while limiting the propensity for 
overspeed of the expanders. 

Last, the potential for posttrip/postshutdown combustion and 
the potential damage to the combustors should be minimized 
by attention to detail of the shutdown procedures as well as the 
specific design of the combustor and combustor cooling films. 

Bearing in mind the above, it is not surprising that the Ala
bama CAES combustors have experienced problems as plant 
operation and power generation has progressed. However, as a 
result of the combustion modifications, the combustion system 

is now considered to be fully developed, provided that careful 
monitoring of metal temperatures to study the possible impact 
of posttrip combustion is continued. 

The plant has now operated for over 3000 hours in compres
sion and generation and has produced in excess of 70,000 MW 
of power. 
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